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Motivation
The motivation behind "Dynamic Layer Tying for Parameter-Efficient Transformers" lies in the 
quest to reduce the number of trainable parameters in deep transformer networks.

Pruning can be used to reduce the number of FLOPs of transformers during inference time at least 
by half, with little effect on accuracy (Kurtic et al., 2022; Kwon et al., 2022). 

Attention heads can be removed post-training with little effect on performance (Michel et al., 2019; 
Voita et al., 2019).

Layers can be dropped altogether during inference (Fan et al., 2019; Sajjad et al., 2020).

Attention scores can be reused (Bhojanapalli et al., 2021).



Method
Our method employs Reinforcement 
Learning to dynamically tie transformer 
layers during training, significantly 
reducing trainable parameters while 
maintaining or enhancing model 
performance.



The state space is defined by a vector where each element represents the lowest-index layer 
whose weights are tied to the layer.
The action space is described by a vector, parallel to the state vector, where each element 
determines from which previous layer the weights should be copied.

The initial state has all layers except the first one frozen. 



Each action represents the probability of tying a layer with a previous one using a lower triangle 
matrix of probabilities generated by the Q network.

A layer pointing to itself means that the layer is trainable.

Apply action and tie weights 

Q- network

𝑎𝑐𝑡𝑖𝑜𝑛 =

1.0 0.0 ⋯ 0.0
0.3 0.7 ⋯ 0.0
⋮ ⋮ ⋱ ⋮

0.03 0.1 ⋯ 0.05



Throughout training, layers frequently 
changed states between being tied or 
untied, with every layer experiencing 
being trainable at different points, 
ensuring dynamic adaptability without 
diminishing frequency over time.



Experiments 

we compared the full method with variations, such as training all epochs using the final 
architecture, applying recorded dynamics to different layers, and training without weight tying, 
demonstrating the critical role of the proposed dynamic architecture changes.



Results
The results show that our method achieves up to a tenfold reduction in memory consumption and 
maintains or improves model accuracy with at least 75% replication of transformer layers and 
carries over to downstream tasks as well as image classification tasks. 
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