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In a nutshell

* We reveal the frequently over-looked issue of
disguised procedural unfairness

* We propose a framework to address procedural fairness
e value instantiation rule
* reference point

* We determine the value of reference point per Rawls’s
pure procedural justice principles



What is procedural fairness or justice?

* Three kinds of procedural justice (Rawls 1971;2001)

* pure procedural justice



Principles of pure procedural justice

* Requirement I: Fair Equality of Opportunity

* The opportunity should be open and attainable, with the same prospects
of success, for those who are at the same level of talent and ability, and
have the same willingness to use them. Such equality of opportunity
should not be influenced by arbitrary contingencies.

* Requirement ll: The Difference Principle

* The (social and economic) inequalities are to be arranged so that they are
to the greatest benefit to the least advantaged members of the society.



Our framework (part 1) value instantiation rule

Algorithm 1: The Value Instantiation Rule for Local Causal Modules

Input :The d;,(V; G)-ary function hy (Parents(V); 6y, ) modeling the causal mechanism
between the node V' and its direct parents, where d;, (V';G) is the the number of direct
parents (in-degree) of V' in the graph G. The configuration function ReferencePoint(-),
which maps a directed edge corresponding to an objectionable component p € Eop; to
a reference point (Definition 4.1) with the domain of value of the tail node of the edge.

Output : The derivation of the predicted outcome V in the local causal module.
1 If there is additional assumption on the functional form hy (-) and/or parameters 6y, Then

év <—60y,hy < hy; // direct correction of the causal mechanism
Else

ForEach parent node W; in Parents(V') = (W1, W, ..., Wy, (v.q)) Do

If the edge p; = (W;,V) € Eov, i.e.,|W; — V is an objectionable component| Then
| w, gets the value ReferencePoint(p,), because W; = Tail(p;);

Else If there is at least one ancestor nodes of W was set to a reference point Then

w; gets the value that W; would have taken as a downstream of its ancestor nodes, to
which reference points, if any, have been assigned;
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9 Else
10 | |wj gets the value of variable IW; for the record in the data set;

11V hv(wl, w2, ..., W, (V;G); Hv).




Our framework (part 2) reference point values

Algorithm 2: |Aggregating|Local Causal Modules while Decoupling Objectionable Components

Input :The data set D, the hypothesis class H and the parameter space ©, the causal graph
G = (V,E), the list of index Z for all nodes V. The set of edges £op; Where each edge
corresponds to an objectionable component. The ReferencePoint(-) configuration.

Output : The derivation of the predicted outcome Y that decouples objectionable components
from the data generating process, and only makes use of neutral components.
1 Sort the list of index Z such that parent nodes, if any, appear before the node itself;

2 ForEach node index: € Z Do // learn model parameters
3 If the number of direct parents of node V;, i.e., the in-degree, di,(V;; G) > 0 Then
4 Fit model parameters in the local causal module between V; and its direct parent nodes

Parents(V;),|without any fairness constraint:

hv;, Oy, < argmin Lv; (h(Parents(V;); 6), V; ; D), Ly, is the loss function for V;;
00, heM

s According to the sorted list of node index Z,|apply the value instantiation rule (Algorithm 1)|to
each local causal module in sequence, and then derive prediction Y

y= o (hm o ReferencePoint) (z; Eobjs éVm ceey éVm)
1€L



Thank you!
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