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LLM-Generated Misinformation is A Serious Threat
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LLM-Generated Misinformation ⇔ AI Safety
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LLM-Generated Misinformation ⇔ AI Safety
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LLM-Generated Misinformation is one of 
the core challenges of AI Safety



Human-written vs. LLM-Generated Misinformation
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Human-written: misinformation is manually written by humans. 

LLM-Generated: humans prompt LLMs to generate misinformation.

Canyu Chen and Kai Shu, “Can LLM-Generated Misinformation Be Detected”, ICLR 2024
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Will LLM-generated misinformation cause more harm 
compared with human-written misinformation?
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We propose to tackle this question from the 
perspective of detection difficulty.



Three Research Questions
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RQ1: How Can LLMs be Utilized to Generate Misinformation?

RQ2: Can Humans Detect LLM-generated Misinformation?

RQ3: Can Detectors Detect LLM-generated Misinformation?



RQ1: How Can LLMs be Utilized to Generate Misinformation?
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We propose to taxonomize LLM-generated misinformation from five 
dimensions including types, domains, sources, intents and errors.

Canyu Chen and Kai Shu, “Can LLM-Generated Misinformation Be Detected”, ICLR 2024



RQ1: How Can LLMs be Utilized to Generate Misinformation?
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We categorize the potential 

misinformation generation 

approaches with LLMs into: 

- Hallucination Generation

- Arbitrary Misinformation 

Generation

- Controllable Misinformation 

Generation

Canyu Chen and Kai Shu, “Can LLM-Generated Misinformation Be Detected”, ICLR 2024



RQ1: How Can LLMs be Utilized to Generate Misinformation?
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We test the Attacking Success Rate of different generation methods on ChatGPT:



RQ1: How Can LLMs be Utilized to Generate Misinformation?
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Finding 1: LLMs can follow users’ instructions to generate 
misinformation in different types, domains, and errors.

We test the Attacking Success Rate of different generation methods on ChatGPT:



LLMFake: LLM-Generated Misinformation Dataset
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We construct the first LLM-Generated Misinformation Dataset LLMFake embracing 

different LLMs as misinformation generators and different generation methods:

- 7 types of misinformation generators: ChatGPT, Llama2-7b (or 13b, 70b) and 

Vicuna-7b (or 13b, 33b)

- 7 types of generation methods: Hallucinated News Generation, Totally or 

Partially Arbitrary Generation,                                                            Paraphrase 

Generation,                                                                         Rewriting 

Generation,                                                                             Open-ended 

Generation,                                                                       Information 

Manipulation
https://github.com/llm-misinformation/llm-misinformation



RQ2: Can Humans Detect LLM-generated Misinformation?
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Compare human detection performance across different generation methods. 

- It is generally hard for humans to detect LLM-generated misinformation.



RQ2: Can Humans Detect LLM-generated Misinformation?
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Compare human detection performance on LLM-generated and human-written 
misinformation with the same semantics.



RQ2: Can Humans Detect LLM-generated Misinformation?
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Compare human detection performance on LLM-generated and human-written 
misinformation with the same semantics.

Finding 2: LLM-generated misinformation can be 
harder for humans to detect than human-written 

misinformation with the same semantics.



RQ2: Can Humans Detect LLM-generated Misinformation?
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Compare human detection performance on LLM-generated and human-written 
misinformation with the same semantics.

1) LLM-generated misinformation can have more 
deceptive styles for humans.

2) Humans can be potentially more susceptible to 
LLM-generated misinformation.



RQ3: Can Detectors Detect LLM-generated Misinformation?
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Detector detection and human detection performance on different generation methods:

1) It is generally hard for LLM detectors to detect LLM-generated misinformation.



RQ3: Can Detectors Detect LLM-generated Misinformation?
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Detector detection and human detection performance on different generation methods:

1) It is generally hard for LLM detectors to detect LLM-generated misinformation.
2) GPT-4 can outperform humans, though humans perform better than ChatGPT-3.5.



RQ3: Can Detectors Detect LLM-generated Misinformation?
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Compare detector detection performance on LLM-generated and 
human-written misinformation with the same semantics.



RQ3: Can Detectors Detect LLM-generated Misinformation?
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Compare detector detection performance on LLM-generated and 
human-written misinformation with the same semantics.

Finding 3: LLM-generated misinformation can be harder 
for misinformation detectors to detect than human-written 

misinformation with the same semantics.



RQ3: Can Detectors Detect LLM-generated Misinformation?

22

Compare detector detection performance on LLM-generated and 
human-written misinformation with the same semantics.

1) Existing detectors are likely to be less effective 
in detecting LLM-generated misinformation.

2) Malicious users could potentially utilize LLMs to 
escape the detection of detectors.



Implications on Combating LLM-generated Misinformation
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1. LLM-generated misinformation can have more deceptive styles, which 

could be attributed to the intrinsic linguistic features or carefully-designed 

prompts such as “the style should be serious and calm”.

2. There is a potential major paradigm shift of misinformation production 

from humans to LLMs.

3. We call for collective efforts on combating LLM-generated misinformation 

from stakeholders in different backgrounds.

Canyu Chen and Kai Shu, “Can LLM-Generated Misinformation Be Detected”, ICLR 2024



Countermeasures Through LLMs’ Lifecycle
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We propose to divide the lifecycle of LLMs into three stages and there are 

countermeasures against LLM-generated misinformation in each stage.

Canyu Chen and Kai Shu, “Can LLM-Generated Misinformation Be Detected”, ICLR 2024



Summary
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● We build a taxonomy by types, domains, sources, intents and errors to 

systematically characterize LLM-generated misinformation.

● We make the first attempt to categorize and validate the potential 

real-world methods for generating misinformation with LLMs.

● We discover that misinformation generated by LLMs can be harder for 

humans and detectors to detect than human-written misinformation with 

the same semantics, demonstrating that LLM-generated misinformation 

can have more deceptive styles and potentially cause more harm.

● We discuss the countermeasures against LLM-generated misinformation 

through LLMs' whole lifecycle.



What is beyond detection for 
combating misinformation?
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The Landscape of Combating Misinformation
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   AttributionDetection    Intervention

● Credibility labels

● Context labels

● Corrections

● Removal

● Downranking

● Pre-bunking/inoculation

● Media literacy

● Stylistic features

● Neural networks

● Behavior modeling

● Network tracing

● Linguistic features

● Neural models

● Social context

● External knowledge

● Generalization ability

● Supervision cost

● Multilingual and 

Multi-modality

Canyu Chen, Kai Shu, “Combating Misinformation in the Age of LLMs: Opportunities and Challenges”, AI Magazine 2024
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Future Research Directions

LLMs for Combating 
Misinformation:

● Trustworthy Misinformation 
Detection

● Harnessing Multilingual and 
Multimodal LLMs

● LLMs for Misinformation 
Intervention and Attribution

● Human-LLM Collaboration
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Combating LLM-Generated 

Misinformation:

● Alleviating Hallucination of LLMs

● Improving Safety of LLMs

● Detecting LLM-Generated 

Misinformation

● Interdisciplinary Countering Efforts

Canyu Chen, Kai Shu, “Combating Misinformation in the Age of LLMs: Opportunities and Challenges”, AI Magazine 2024



An Initiative Calling for More Efforts
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https://llm-misinformation.github.io/

https://github.com/llm-misinformation/llm-misinformation-survey

data, code, paper 
list, and more 
resources



Thanks!
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