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State Representation Learning (SRL)

‣ Reinforcement Learning (RL). 

‣ Self-supervised learning (SSL). 

‣  Learn representations from (unlabelled) data 
collected in RL.



Manifold

A manifold can be learned by finding an atlas that accurately describes 
the local structure in each chart.
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A manifold  embedded in a 
higher dimension. Two 
domains are denoted by  
and  in .  and  are the 
corresponding charts that map 
them to a lower dimensional 
Euclidean space.
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Unbalanced Atlas (UA)

‣ An atlas is a collection of the charts 
that together cover the entire 
manifold.  

‣ Membership probability distribution 
is deliberately trained to deviate 
significantly from uniformity.
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Unbalanced Atlas (UA)

‣  

‣  at 
inference time. 

Output(x) = ∑ qi( f(x))ℐ(ψi( f(x)))

Output(x) = ℐ(ψi( f(x))), where i = argmaxj qj( f(x))



 Deep InfoMax with UA
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Experiments

‣ 19 games of the AtariARI benchmark. 

‣ 5 categories of state variables: agent , small object, 
other localizations, miscellaneous, and score/clock/
lives/display. 

‣ Evaluate the probe accuracy and F1 scores on the 
downstream linear probing tasks.



Probe F1 scores of each game averaged across categories



DIM-UA continues to improve as the total number of units grows, whereas the performance of ST-DIM drops at the same time. 
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Suggested Improvement:  to regulate the  loss, 
could be set smaller or set to 0 initially and gradually 
increased over time.

τ ℒQ

Linear evaluation accuracy on CIFAR10

Changing τ



Discussion

‣ UA helps improve the performance of both ST-DIM 
and SimCLR. 

‣ UA also exhibits the potential of modeling a manifold 
using further higher dimensions. 

‣ Future research may focus on representing a 
manifold using UA more efficiently.


