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Motivation
Multi-variate timeseries: Multiple variables change over time.

Multi-variate timeseries data is everywhere!

Examples:  Electrophysiological signals / Trading trend / Traffic forecasting / Human movement
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Challenges
When modeling timeseries with transformers, temporal and spatial information 
must be encoded through “position embeddings” (PE)

Issues with PEs:

- Not data adaptive - fixed for all samples

- There is no predetermined ordering or 
spatial “position” for different channels. 
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Our Approach
Build a data-adaptive token augmentation to group time and space!
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Data-dependent 
assignment of tokens
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GAFormer
To group in both time and space, we introduce a new spatiotemporal 
transformer architecture for time-series data!

Channel-independent 
encoder

Add Spatial GEs! Add Temporal GEs!
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Results - Synthetic Data
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Univariate time-series classification results

Results - Time-series classification
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Multivariate time-series classification results

Results - Time-series classification
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Results - Neural decoding
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Results - Visualizations of GEs
GEs are computed for each input sequence, allowing for some visualization
of how time and space are grouped! 
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Conclusion 

● A novel data-adaptive group embedding (GE) technique
Learns grouping structures in multivariate timeseries datasets. 

● A novel framework, Group-aware Transformer (GAFormer)
Provides a robust solution to learning of spatial and temporal 
patterns that leads to improved classification.

● Applications to multivariate time-series datasets and neural 
activity recordings
Offers meaningful interpretability and state-of-the-art performance 
in a variety of different types of timeseries datasets.
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Thank you for your attention! 

dyerlab.gatech.edu
https://github.com/nerdslab/GAFormer
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