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Visual Question Answering with Natural Language 
Explanation (VQA-NLE) (1/2)

● Goal:

Besides generating answer, vision-language models are required to provide 

natural language explanations (NLE) that represent their reasoning process.
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Visual Question Answering with Natural Language 
Explanation (VQA-NLE) (2/2)

● Goal:

Besides generating answer, vision-language models are required to provide 

natural language explanations (NLE) that represent their reasoning process.

● Challenges:

The NLE from VLMs are often implausible and hallucinated (next slide).
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Motivation - challenge (1/3)

● Implausibility: NLEs are not relevant to the question.
i.e., the building in image (tower) is not related to the weather.

● Hallucination: NLEs are not related to the image.
i.e., the big sun cannot be observed from image.
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Motivation - challenge (2/3)

● Implausibility: NLEs are not relevant to the question.
This happens when VLMs lack the knowledge required to answer this question.

● Hallucination: NLEs are not related to the image.
This happens when VLMs explain w/ lang-based fact instead of image understanding.



Motivation - solution (3/3)

● Plausiblity (no implausiblity):

➔ Exploit the the knowledge inside LLMs.

● Faithfulness (no hallucinaton):

➔ Learn to incorporate visual clues from input images.

● Achieved by using rationale as part of input prompt to VLMs. 
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Method - overview

● To generate plausible and faithful NLE, we learn the rationale through two stages:

(A) Knowledge Distillation from LLM.      exploiting the knowledge inside LLMs  

(B) Reinforcement Learning from NLE Feedback.      incorporating visual clues from images
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Method - Knowledge Distillation from LLM 

● Goal: plausible NLE generation
Step1. KD for fact-based rationale generation (train G)

Step2. Prompting by fact-based rationale for plausible NLE (train M)
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Method - Reinforcement Learning from NLE Feedback (RLNF) (1/3)

● Goal: faithful NLE generation
Step1. RLNF for injecting visual facts into rationales (train G, freeze M)

Step2. Prompting by visual-fact-based rationale for faithful NLE (train M, freeze G)

9



Method - Reinforcement Learning from NLE Feedback (RLNF) (2/3)

● Goal: faithful NLE generation
Step1. RLNF enforces the derivation of visual facts from image to rationale (train G, freeze M)

○ This is achieved by penalizing the fact-based but hallicinated rationales (R’), while 

rewarding the rationales (R) that contain both established facts and visual content.

○ Reward = Prob(gt_ans) + CIDEr(gt_exp, pred_exp)
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Method - Reinforcement Learning from NLE Feedback (RLNF) (3/3)

● Goal: faithful NLE generation
Step1. RLNF for injecting visual facts into rationales (train G, freeze M)

Step2. Prompting by visual-fact-based rationale for faithful NLE (train M, freeze G)

○ With the visual-fact-based rationales being part of its input prompts, NLEs from reasoning 
module (M) are retained with plausiblity and faithfualness.
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● On two VQA-NLE benchmarks, Rapper achieves SOTA performances in terms of all 

natural language generation (NLG) metrics. 

● CIDEr and SPICE are considered as metrics reflecting plausibility in NLE.

Quantitative results (1/2) 
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● The upper part of this table demonstrates Rapper enhances the faithfulness in NLE 

compared to existing SOTA methods.

● The lower part of this table shows that RLNF increases the faithfulness in NLE.

● RefCLIPScore is a metric to reflect faithfulness in NLE.

Quantitative results (2/2) 
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Qualitative results

● Blue: plausible and faithful NLE

● Orange: implausible NLE

● Red: hallucinated NLE
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Conclusion

● RAPPER enables VLMs generate NLEs with sufficient plausibility and 

faithfulness on VQA task.

● RAPPER composed of two-training stages:

1. Knowledge Distillation from LLMs

2. Reinforcement Learning From NLE Feedback (RLNF)
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Thank you for listening!


