
UC-NERF: Neural Radiance Field for Under-calibrated 
Multi-view Cameras in Autonomous Driving

𝐾𝑎𝑖 𝐶ℎ𝑒𝑛g, 𝑋𝑖𝑎𝑜𝑥𝑖𝑎𝑜 𝐿𝑜𝑛𝑔, 𝑊𝑒𝑖 𝑌𝑖𝑛, 𝐽𝑖𝑛 𝑊𝑎𝑛𝑔, 𝑍ℎ𝑖𝑞𝑖𝑎𝑛𝑔 𝑊𝑢, 𝑌𝑢𝑒𝑥𝑖𝑛 𝑀𝑎, 
𝐾𝑎𝑖𝑥𝑢𝑎𝑛 𝑊𝑎𝑛𝑔, 𝑋𝑖𝑎𝑜𝑧ℎ𝑖 𝐶ℎ𝑒𝑛, 𝑋𝑢𝑒𝑗𝑖𝑛 𝐶ℎ𝑒𝑛
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Illustration of a multi-camera system in
autonomous driving

Problem: Rendering degradation when combining images 
captured from multi-camera systems into NeRF’s training  

Analysis: Under-calibration of  multi-view cameras
(1) Inconsistent color supervision between images 

(2) Sparse observation (especially side-cameras)
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At few timestamps side-camera captures the object!

(3) Relative pose errors between different cameras 
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(1) Layer-based color correction (LCC)

Baseline + LCC + SCPR + VW (Full)

(2)Virtual Warping (VW)

(3) Spatiotemporally Constrained Pose Refinement (SCPR)

Quantitative and qualitative results

Effectiveness of each proposed module 

Application: Enhance 
training data of depth 
estimation (* refers to 
adding rendered data)
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Learning independent affine transformation for foreground and sky
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Generating viewpoint-diverse yet color-consistent observations
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