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Introduction 

● In sensitive use-cases, models are required to be highly accurate on examples they are 
confident about .  

● This leads to a requirement of also modelling the uncertainty in the model 
predictions. 

● Problems like selective classification, neural network calibration, label uncertainty, 
etc. involve modelling this uncertainty estimate.



Formulating a Selective Classification Problem

● Data Distribution : 
● Prediction Model
● Risk associated :
● Selection function g :    
● Selective classifier is a pair (f,g):

● Coverage : EP(X,Y)       [g(x)]



Re-weighting for dropout Variance Reduction 



Instance Conditional Weights in ReVaR

● Train Set : {xt,yt}
● Special Validation Set: (Xs, Ys)
● Classifier : fθ
● Uncertainty-Scorer Network : gӨ

Objective:

    

Input Instance 
(xt)

Instance weight 
(wt)

Meta-Model (gӨ)

Model
  (fθ)



Variance Minimization as Meta Regularization

● We propose the following objective for our U-Scorer to capture uncertainty:

K : total forward passes per example              M : size of validation set
                        Dk : dropout mask sampled in kth pass

● High U-Score → High Uncertainty.



Analysis on Various Uncertainty Sources 

● Three kinds of uncertainty:
a) Samples that are atypical with respect to train but typical with respect to validation.
b)  Samples where label noise is present.
c)  Samples where uncertainty in the label is due to some unobserved latent features that 
affect the label.

a, c :      Epistemic Uncertainty.
   b  :      Aleatoric Uncertainty.



Generative Model for the synthetic data

s: scalar



Baselines

● MWN: loss input to the meta-network and meta objective and train objective are just 
MLE.

● IBR: Our method except for the meta-regularizer involving variance minimization.



Various Scenarios 



Various Scenarios 

Val Set:



Real-World Scenarios



Results 

● Selective Classification:  Area under accuracy rejection curve (AUARC)

● Model Calibration: Expected Calibration Error (ECE)



Results 

● Input Dependent Label Noise:  
                        Accuracy                                             KL-Divergence (uncertain labels)

● Shifted Test, Validation Sets: AUARC



Thank You!


