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Motivation: On the OOD generalization of LLMs

[Yang et al., 2023] GLUE-X: Evaluating Natural Language Understanding Models from an Out-of-distribution Generalization 
Perspective. In Proceedings of the ACL 2023 Findings.

Performance Decay: Human< InstructGPT/ChatGPT< Fine-tuned Model

The OOD performance of GPT-like models still 
underperforms the humans.



Huggingface Daily Selection (More than 25K views in one day)



Small Models Help LLMs Efficiently

Challenges: LLMs generally underperform SLMs in such natural language understanding 
tasks, with an increased tendency for hallucination when completing classification tasks.

Tasks: We introduce SuperContext, a versatile and straightforward in-context learning 
strategy to harness the strength of small models to augment LLMs, particularly focusing on 
Task 1: OOD generalization and Task 2: Factuality. 

Methods: At the heart of SuperContext is the integration of SLM outputs representing the
supervised knowledge into LLM prompts, exemplified by incorporating the predictive
results and confidence of a discriminative model with LLMs during the inference stage.

In-context Learning: SLM: refers to cost-efficient, task-
specific, fine-tuned language models
LLM: Large language models
OOD: Out-Of-Distribution



SuperContext Contains Two Experiments and Two Analysis Tasks

We denote (𝑥" , 𝑦") as a question-answer pair and our receipt 𝑟" is inserted between the question-answer pair. 



SuperContext Are Evaluated by 8 NLU Tasks and 1 Generation Task

Task 1: 8 NLU 
tasks and 
Task 2: 1 
generation task 

𝑟": the supervised knowledge provided by 
the discriminative model 
𝑠": the optional interpretation prompt
NLU: Natural Language Understanding



Zero-shot SuperContext Outperforms 16-shot In-context Learning
The NLU experiments consist with eight tasks across 15 unique OOD datasets. ‘AVG’ denotes the average 
results across 15 datasets. The ChatGPT equipped with SuperContext can even surpass the performance of 
using ChatGPT with 16-shot in-context examples.



SuperContext Enhances the Performance of LLMs

“True wisdom is knowing what you don’t know.” 
– Confucius

Comparison between the davinci
series and human self-knowledge 
in instruction input form.
Source: Do Large Language Models 
Know What They Don’t Know?



Lost-in-middle Phenomenon and Calibration Laws 

x-axis: order of in-
context examples
y-axis: total 
number of times 
selected as 
influential 
examples

x-axis: confidence 
output of 
discriminative 
models
y-axis: quantity / 
performance of 
large language 
models

We find that LLMs 
tend to pay 
attention to the 
beginning or the 
end of the input 
context, and lost in 
the middle.

Both ChatGPT and 
Llama2-7B-chat 
demonstrate a 
positive correlation 
between SLMs' 
confidence and 
LLM' performance.



Congratulations from the Epic’s CEO and Dr Weizhu Chen

SuperContext contributes to 15% gain in the real-world scenarios.

SuperCotext Contributes 15% Gain in Real-world Scenarios

(1) SuperContext can bring decent performance benefits compared to original LLMs.

(2) We highlight the potential in using the knowledge fusion between fine-tuned models and 

LLMs in practical applications in the future, such as AI in Finance.



Limitation: Beyond Learning from In-context Examples

SLM-LLM Interaction:

https://arxiv.org/pdf/2401.08565.pdf



Our Open-source Projects have Received Widespread Attention

PandaLM: ReProducible and Automated Language Model 
Assessment, ICLR 2024, Citation: 51, Stars: 815

USB: A Unified Semi-supervised learning Benchmark for 
CV, NLP, and Audio, NeurIPS 2022, Citation: 60, Stars: 1.1k

A Survey on Evaluation of Large Language Models, TIST 
2024, Citation: 320, Stars: 1.1K

PromptBench: A Unified Library for Evaluating and 
Understanding LLMs, arxiv 2024, Citation: 75, Stars: 1.8k



Thanks for your attention!
Q&A


