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Problem Definition and Contribution
Goal: Spotting and parsing both countable things(windows, doors, tables, etc.) and uncount-
able stuff(wall, railing, etc.) from CAD drawings.
Contribution:
• We carefully analyzing the data characteristics of CAD drawings and design novel and ef-

fective way of transferring CAD graphical primitives into 2d point sets and utilize method-
ologies from point cloud analysis to tackle the task of panoptic symbol spotting.

• We propose Attention with Connection Module (ACM), Contrastive Connection Learning
(CCL) module and KNN Interpolation to effectively promote the performance of the model.

• Our approach outperforms recent SOTA method GAT-CADNet by a large margin on the
FloorPlanCAD dataset.

Problem Formulation
Task Model: Given a CAD drawing represented by a set of graphical primitives {pk}, the
panoptic symbol spotting task requires a map Fp : pk 7→ (lk, zk) ∈ L × N, where L :=
{0, . . . , L−1} is a set of predetermined set of object classes, and N is the number of possible
instances. The semantic label set L can be partitioned into stuff and things subsets, namely
L = Lst ∪ Lth and Lst ∩ Lth = ∅.
Main Idea: We first consider each graphic primitive as 2d point sets, and then utilize method-
ologies from point cloud analysis for graphic primitive representation learning.

Method
Network Architecture:
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From symbol to points:

• Primitive position (left)
• Primitive feature (right)

ACM and Noisy Connection:
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• Attend to connections (left)
• Noisy connections (right)

CCL and KNN Interpolation:

LCCL = − log

∑
j∈A(i)∧lj=li

exp(−d(i,j )/τ)∑
k∈A(i)

exp(−d(i,k )/τ)
, Ar(j) =

∑
j∈K(i)

A0(j)/d(i,j )∑
j∈K(i)

1/d(i,j )

• Use LCCL to alleviate the impact of noise connections(left)
• Use KNN interpolation to downsample attention masks(right)

Experiments & Results
Quantitative Results in FloorplanCAD: Quantitative Results in SESYD:

Qualitative Results in FloorplanCAD: Qualitative Results in SESYD:

Downsampling visualization for KNN interp vs bilinear interp:

Prediction Score map Bilinear interp (4x) KNN interp (4x) Bilinear interp (16x) KNN interp (16x)


