
InsertNeRF: Instilling Generalizability into NeRF with HyperNet Modules

Motivation HyperNet Modules Qualitative Experiments

InsertNeRF, a novel paradigm that inserts multiple plug-and-play HyperNet modules into

the NeRF-like framework, endowing NeRF-like systems with instilled generalizability.

◼ InsertNeRF can insert generalization to NeRF’s derivative works, such as mip-

NeRF, NeRF++.

◼ InsertNeRF has forsaken time-consuming components such as transformers or

cost volumes, which are mentioned in existing works.

How to directly INStill gEneRalizabiliTy into NeRF?

(InsertNeRF)

Key: plug-and-play HyperNet modules,

endowing NeRF-like systems with instilled

generalizability.

Future: We hope that such representations can

find more applications in generalized

representation and 3D generation.
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Pipeline

Two different types of HyperNet Modules for Geometry and Appearance

Sampling-aware Filter:

Based on a Graph Structure
Dynamic MLP:

Dynamic Activation Function:

Based on DFiLM:

InsertNeRF proposes a Multi-Layer

Dynamic-static aggregation strategy,

which models the views-occlusion and

globally completes information ba-

sed on the multi-view relationships.

Quantitative Experiments
Quantitative experiments on different settings:

Vanilla NeRF and t-SNE plot of the scene-specific representation:

Insert Mip-NeRF: Insert NeRF++:

ConclusionAblations
HyperNet Modules ablations：

MLDS aggregation strategy ablations：

Efficiency：
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