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Key Takeaway

• The hypothesis space of visual-language models is relatively small 
– prompt engineering or greedy search of the set of tokens will 
not overfit. 
• Uniform convergence or PAC-Bayes bounds on the discrete 

space of natural language tokens are remarkably tight and useful 
for model selection.
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Background: Learning models from natural language supervision

• Obtaining labels is expensive – can we use the vast amount of 
natural language on the web to build vision models?
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CLIP

75% zero-shot on ImageNet



Background: PAC-Bayes bounds

Posterior over ℋ denoted by 𝑄 (defines a randomized classification rule)
Given new instance x, randomly pick h ∈ ℋ according to 𝑄 and predict h(x)

Generalization loss L𝒟(Q) ="#$ 𝔼
%∼'

L𝒟(h) and training loss L((Q) ="#$ 𝔼
%∼'

L((h)
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Where
D Q ∥ P

="#$ 𝔼
%∼'

[ln(Q(h)/P(h))]

is the KL divergence

Theorem ingredients: D: arbitrary distribution over domain
0 – 1 loss function
P: Prior distribution over ℋ

L) Q ≤ L((Q) +
D(Q ∥ P) + lnm/δ

2(m − 1)



Background: PAC-Bayes bounds

Given a prior p, return a posterior Q that minimizes the function

L((Q) +
D(Q ∥ P) + lnm/δ

2(m − 1)

• See (Alquier, 2021 for survey of recent extensions)

Application in (Dziugaite, Roy 2017)
• The posterior is constrained to be Gaussian
• Upper bounds the empirical risk by a convex, Lipschitz upper bound that only has to be minimized 

w.r.t to the parameters
• Data dependent prior 𝒩 w*, σ+I where σ+ is chosen to minimize the bound
• Empirical bounds between 0.16 and 0.22 on MNIST 
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The hypothesis class of Prompts

• The vocab size of CLIP is 49408 tokens
• The context length is 77 max
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|𝓗| = 49408𝟕𝟕



The hypothesis class of Prompts

• Suppose ℋ is a finite hypothesis class, and we set the 
prior to be uniform over ℋ and posterior Q h! = 1 for 
some h! and Q h = 0 for other h ∈ ℋ
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|ℋ| = 49408--

L) hs ≤ L((h) +
ln(|H|) + lnm/δ

2(m − 1)
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|𝓗| = 49408𝟕𝟕

770 ∗ ln(49408) + ln(50000/.01)
2(50000 − 1) = 0.29 *Non-vacuous bound on CIFAR-10

L) hs ≤ L((h) +
ln(|H|) + lnm/δ

2(m − 1)



An improved bound with PAC-Bayes

• We know how to model natural language well
• Therefore if

D Q ∥ P =!
%∈ℋ

Q h ln
Q h
P h = ln

1

P "h
= −!

012

3

!
412

5

ln p56 "h40 ∣ "h740

𝐿𝒟 𝑄 ≤ 𝐿8 𝑄 +
−∑912: ∑;12< ln 𝑝56 Pℎ;9 ∣ Pℎ7;9 + ⁄ln𝑚 𝛿

2 𝑚 − 1
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For a fixed length k, 
𝔼
=∼>

𝐿𝒟(ℎ) = 𝐿𝒟(ℎ)
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Risk bounds for hand-crafted prompts

12dotted line: y = x | Llama -7b prior 



Risk bounds for hand-crafted prompts
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A photo of a nice {class_name}



Greedy search yields a good posterior
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Comparison with state-of-the-art generalization bounds

Data dependent prior involves using a validation set to estimate the bound 
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PAC-Bayes bounds are useful for model selection
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dotted line: 𝑦 = 𝑥



PAC-Bayes bounds are useful for model selection
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62 class dataset of satellite images



Greedy rarely overfits
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Greedy does not fit random labels
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Recall: 

Conventional deep neural networks 
trained with SGD can fit both random 
labels and random data

Zhang et. al. 2017



Greedy can be remarkably data efficient

Learning w’ 1 - 10% of the data Learning w’ 0.1 - 1% of the data
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<2% increase in error



Structural risk minimization

Given a prior, return a posterior Q that minimizes 

𝐿8 𝑄 +
−∑912: ∑;12< ln 𝑝56 Pℎ;9 ∣ Pℎ7;9 + ⁄ln𝑚 𝛿

2 𝑚 − 1
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Using the Llama vocabulary



Learned prompts may not interpretable

96.74% accuracy on CIFAR10
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vocab: pip install english-words



Summary & Key takeaway

1. Given pretrained models, manual prompt engineering (even 
when “overfitting” to a test set) often exhibits surprisingly strong 
generalization behaviour.

2. Uniform convergence or PAC-Bayes bounds on the discrete 
space of natural language tokens are remarkably tight and 
useful for model selection.

23


