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Background: Disentangled Representation

Disentangled representation learning aims to identify the underlying factors of 
variations within data and correlate them to distinct units of the learned representation.

Yoshua Bengio, et al., 2013. Representation learning: A review and new perspectives.
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Challenge

1. How to define an effective disentangled representation space?
(i.e., how to use finite attributes to differentiate between diverse real-world objects?)

2. How to induce dimension-wise supervision on disentangled representation space?
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Challenge: Disentangled Representation Space
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The representation 
fail to reflect the data

Real-world data is complex, 
and cannot be fully captured 
by a limited set of attributes
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Solution: Disentangled Representation Space
Real-world objects can be differentiated through natural language descriptions.
Natural language data can be tokenized into a finite set of tokens.

Natural language dataData Tokenizer-defined
Vocabulary Space

'a', 'brown', 'striped', 'cat', 
'with', 'green', 'eyes', '.'

'a', 'fluffy', ',', 'white', 
'puppy', 'sitting', 'down', '.'

Token 1

Token 2

Token N

…

Token 3

This is a brown striped cat with 
green eyes.

This is A fluffy, white puppy sitting 
down.



Solution: Disentangled Representation Space

1. How to define an effective disentangled representation space?
(i.e., how to use finite attributes to differentiate between diverse real-world objects?)

tokenizer vocabulary space = disentangled representation space

natural language expression = proxy of the input data



Challenge: Dimension-wise Supervision 

1. How to define an effective disentangled representation space?
(i.e., how to use finite attributes to differentiate between diverse real-world objects?)

2. How to induce dimension-wise supervision on disentangled representation space?
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tokenizer vocabulary space = disentangled representation space

natural language expression = proxy of the input data



Solution: Dimension-wise Supervision

Key components :
1. Pre-trained Masked Language Model
2. Sparse Bi-encoder Framework
3. Contrastive Learning

Let's see how VDR works!



Bi-encoder Framework
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Bi-encoder Framework (Text Encoder)

1. Use output token probability of pre-trained MLM, and 
replace the softmax to elu1p activation in MLM head

2. Apply max pooling to aggregate token representations

3. Top-k sparsification
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Bi-encoder Framework (Image Encoder)
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Contrastive Learning

A brown striped cat with green 
eyes.

A fluffy, white puppy sitting 
down.
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Contrastive Learning
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Contrastive Learning
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Contrastive Learning
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Experimental Setup

Our experiments cover both text-to-text retrieval scenarios and cross-modal retrieval 
scenarios.

Dataset
Text-to-text Retrieval
• Train on MS MARCO
• Eval on BEIR benchmark

Cross-modal Retrieval
• Train on YFCC15m
• Eval on ImageNet, MSCOCO, Flickr30k

Model
Text-to-text Retrieval (2 text encoders)
• 20 epochs
• batch size 256

Cross-modal Retrieval (1 text encoder + 1 image encoder)
• 20 epochs
• batch size 4096



Experimental Results (text-to-text)

• VDR!"! outperform DPR by 8.7% with similar model size and training costs.
• VDR!"! achieve comparable performance to other advanced retrievers.



Experimental Results (cross-modal)

• VDR#$ outperform CLIP {6.2%, 5.3%, 6.0%} on {ImageNet, 
MSCOCO, Flickr30k}, respectively.



Image Disentanglement



Image Disentanglement



Image Disentanglement (Patch-level)



Retrieval Reasoning



Q & A
Code: https://github.com/jzhoubu/VDR

Email: jzhoubu@connect.ust.hk

https://github.com/jzhoubu/HLP

