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BACKGROUND

• SOTA Distributed Data Parallel (DDP) methods still have communication tail, which 
degrades the training scalability and efficiency.

• The communication tail is worse in low-bandwidth large clusters.

• Three strategies to improve communication efficiency:
1. Communication Compression in Single Iteration.

2. Communication Frequency Reduction.

3. Communication and Computation Overlapping.
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CONTRIBUTIONS
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METHOD

Key points:

1. Local Updating

2. Single-step Asynchronous Communication

3. Staleness Gap Penalty

4. Outer Momentum Clipping
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THEORICAL CONVERGENCE GUARANTEE

Convergence Theorem
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EXPERIMENTS

Comprehensive Experiment Design
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EXPERIMENTS

CV Results
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EXPERIMENTS

NLP Results
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EXPERIMENTS

Scalability Results
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EXPERIMENTS

Scalability Results
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EXPERIMENTS

Other Ablation Results
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EXPERIMENTS

More Details
Of CV/NLP 
Results
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SUMMARY

1. With local updating and Single-step asynchronous communication, communication tail can be fully 
overlapped by multi-step local computation steps, which results 100% scalability.

2. CO2 even performs well on low-bandwidth large clusters, increasing tau to enable more overlap. 

3. With staleness gap penalty and outer momentum clipping, CO2 shows good convergence, 
generalization and training stability.

4. CO2 can integrate with ZeRO-series optimizers to reduce memory usage for large-scale model training.
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THANK YOU FOR YOUR TIME!

https://github.com/OpenNLPLab/CO2

https://github.com/weigao266/fairscale-CO2

Check out the CO2 code at:

https://twitter.com/sunweigao

https://github.com/weigao266

Connect with me at:

Add Me at WeChat:
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