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Parametric PDEs and Neural Operator

Parametric PDE :

● Many problems in science and engineering involve solving complex partial differential equation (PDE) systems.

● Examples:  molecular dynamics, micro-mechanics, turbulent flows, weather fluctuations etc.

● Traditional solvers : slow and do not scale to large systems well.

● Neural Operators : fast, scalable and resolution invariant.

Optimisation to solve :Parametric mapping to approximate the 
solution of the PDE:
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Challenges:

● Real world system - irregular measurement data, noisy measurement etc.

● Vanilla NO doesn’t maintain history or have a well motivated recurrent structure.

● NO drawbacks : error accumulation for long rollouts and sensitivity to noise in the data.

● NO is incapable of making use of future measurements.

● NO literature lacks a systematic framework for data assimilation.

● Infinite dimensional Kalman filters : estimate the state of a system governed by some underlying 

infinite-dimensional PDEs based on measurements.

● Kalman filters based observers requires tremendous computational resources, limiting their application to 

large-scale systems.

● In this paper we propose a general framework for data assimilation for NO by exploiting the structure of semilinear 

PDEs .
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Main Contribution:

● We extend the NO theory by leveraging the observer design of semilinear PDEs.

● We break the observer solution into prediction and update steps.

● The resulting recurrent framework can estimate solutions using arbitrary amounts of time measurements.
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Semilinear PDE system and observer design:

● Observer design:

● System equation based on semilinear evolution:
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NODA framework:

Prediction step

Correction step

● Training loss :

● NODA prediction and update step,

● Kalman gain,
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Results:
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Thank you for listening!
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