Connecting Large Language Models with Evolutionary Algorithms
Yields Powerful Prompt Optimizers
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Abstract

* LLMs, often interacted by black-box APIs, rely on
carefully crafted prompts that often demand . . .
substantial human effort. We propose EvoPrompt, identity the dn‘fe.rent parts: b — ¢
connecting LLMs with Evolutionary Algorithms, which * Mutate on the different parts: (b — ¢)
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* EvoPrompt obtains better prompts for all 22 tasks.
* DE version is generally a good choice for challenging tasks.

EvoPrompt (Differential Evolution) Big-Bench Hard

* For each prompt, select two parental prompts and
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between exploration and exploitation, to generate * Crossover with current prompt
human-readable prompts. Experiments on 31 datasets * Replace the old one it performing better
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demonstrate the effectiveness of EvoPrompt compared - Differential Evolution (DE) Algorithm Implemented by LLMs ~ 0 L T3 . S
. . . Task 1D Task 1D Task 1D
with crafted prompts, as well as existing methods. Query:
Dlense follom the instriction stenby-sten ¢ o e t * Compared with previous works and human written instructions,
ease follow the instruction step-by-step to generate a better prompt. : T
ramewor 1. Identify the different parts between the Prompt 1 and Prompt 2: \ LU taSkS EvoPrompt (GA and DE) delivers Slgmﬁcantly better results.
e [nitial population: Introduce prompts written by humans Prompt 1: Categorize the tweet according to if it has a positive or negative sentiment. * When the initial prompts are not of hlgh quallty’ DE evades local optima
and I—-I—.N‘S to achieve diver Sit)’ ).aVOid local Optimum Prompt 2: Carry out sentiment analysis for every sentence to decide if it is positive or Method SST-2 CR MR SST-5 AG’s News TREC Subj Avg.
* Evolution: Use LLMs as evolutionary operators negative. MI (Zhang et al., 2023b) 9368 9140 8875 4290  70.63 5060  49.75 71.07
(mutation and Crossover) to generate 3 new prompt 2. Randomly mutate the different parts NI (Mishra et al., 2022¢) 02 .86 90.90 89.60) 48.64 48.89 55.00 52.55 68.21
. 3. Combine the different parts with Prompt 3, selectively replace it with the different parts Prorp?tSource (Bach et al, 2022) [f 93.03 y 2 & 45.43 | 36.20 . _ 7
based on parent prompts from the current populatmn . APE (Zhou et al., 2022) 9345014 91.130was) 89.9Bi029) 4632049 7176251 5873037 64.180.59) || 73.80
in Step 2 and generate a new prompt. b-c . . | , = _,
o d o ’ H d d , - APO (Pryl.ant el al., 2()2;) 93.87!1: 9 9].20 0.04) 89.85”, 15) - - - 70.55 | (12) -
Up ate: evaluation on a dev set and selection Prompt 3: In this task, you are given sentences from product reviews. The task is to EVOPROMPT (GA) 95.130 21 9127006 90.07025 499106 728106 6400016 70.55025% || 76.25
. | . h classify a sentence as positive or as negative. EVvOPROMPT (DE) 9475021, 9140004 9022009 498917, T73.8201 6373054 75.850206 || 77.08
EVOPrompt (GenEtlc A gorlt m) 4. Cross over the prompt in the Step 3 with the following basic prompt and generate a final

* Importance of Prompt 3 in DE: the best prompt as Prompt 3 is more effective
* DEorGA?

Mutation & Crossover prompt bracketed with <prompt> and </prompt>:

- Genetic Algorithm (GA) Implemented by LLMs ~ Basic Prompt: Here, you'll be given sentences from reviews about products and you'll . _ . o . .
Query: need to decide if it's a positive or a negative review. \\ AnaIyS|s * When starting from top-performing initialization, GA is better.
* When the initialization is poor, DE is a better choice when the available
Please follow the instruction step-by-step to generate a better prompt. Response: . .
1. Cross over the following prompts and generate a new prompt: manual prompts are not of hi gh quallty.
Prompt 1: Now you are a categorizer, your mission is to ascertain the L. Different parts: : - —
sentiment of the provided text, either favorable or unfavourable. "tweet" vs "sentence” Mutation Prompt3 || Subj ASSET Initialization GA DE
"Categorize" vs "Carry out sentiment analysis" :
Prompt 2: Assign a sentiment label to the given sentence from ['negative', sotze v ty Y Diff best 75.5502.26) 46.21(0.27) bottom-10 47.8000.92) 48.64(0.15)
'positive'] and return only the label without any other text. 2. “rweet” -> “review” All best 69.870.82) 45.73(0.45)
2. Mutate the prompt generated in Step 1 and generate a final prompt bracketed wit “Categorize”-> “Analyze” F(b=c) Diff random 69.82(2.47)  45.89(0.37) ;gggg';(l s jggj(?iz) ig-gg(: gj)
<prompt> and </prompt>. “Sentiment analysis” -> “Sentiment identification” o~ Diff eliminate || 69.07¢421)  45.9000.23) O SO
Response: o atFb-oc) top-10 49.62(1.00)  49.61(2.30)
TS TOvEr 3.|New Prompt: In this task, you are given reviews about products. The task is to : top-5 + var-5 49.910.61) 49.89(1.73)
1. Crossover Prompt: Your mission is to ascertain the sentiment of the analyze each review and identify if it is positive or negative.
provided text and assign a sentiment label from ['negative', 'positive’]. E———
. _ . . Mutate 4. Final Prompt: <prompt>Here, you'll be given reviews about products and you'll need -
2. <prompt>Determine the sentiment of the given sentence and assign a label |~ to analyze each review and identify if it is positive or negative.</prompt>
from ['negative', 'positive']. </prompt> k /




