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Paper

• LLMs, often interacted by black-box APIs , rely on 
carefully crafted prompts that often demand 
substantial human effort. We propose EvoPrompt, 
connecting LLMs with Evolutionary Algorithms, which 
are famous for fast convergence and striking a balance 
between exploration and exploitation, to generate 
human-readable prompts. Experiments on 31 datasets 
demonstrate the effectiveness of EvoPrompt compared 
with crafted prompts, as well as existing methods.

Abstract EvoPrompt (Differential Evolution) Big-Bench Hard

Code

• EvoPrompt obtains better prompts for all 22 tasks.
• DE  version is generally a good choice for challenging tasks.
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Genetic Algorithm (GA) Implemented by LLMs
Query: 
Please follow the instruction step-by-step to generate a better prompt.
1. Cross over the following prompts and generate a new prompt:

2. Mutate the prompt generated in Step 1 and generate a final prompt bracketed with 
<prompt> and </prompt>.

Response:

Prompt 2: Assign a sentiment label to the given sentence from ['negative', 
'positive'] and return only the label without any other text.

Prompt 1: Now you are a categorizer, your mission is to ascertain the 
sentiment of the provided text, either favorable or unfavourable.
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1. Crossover Prompt:  Your mission is to ascertain the sentiment of the 
provided text and assign a sentiment label from ['negative', 'positive’]. 

2. <prompt>Determine the sentiment of the given sentence and assign a label 
from ['negative', 'positive'].</prompt>
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Mutation & Crossover

• For each prompt, select two parental prompts and 
identify the different parts: 𝑏 − 𝑐

• Mutate on the different parts: 𝐹(𝑏 − 𝑐)
• Combination with current best prompt: a + 𝐹(𝑏 − 𝑐)
• Crossover with current prompt
• Replace the old one if performing better 

Differential Evolution (DE) Algorithm Implemented by LLMs
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Query: 
Please follow the instruction step-by-step to generate a better prompt.
1. Identify the different parts between the Prompt 1 and Prompt 2:

New Prompt: In this task, you are given reviews about products. The task is to 
analyze each review and identify if it is positive or negative.

Final Prompt: <prompt>Here, you'll be given reviews about products and you'll need 
to analyze each review and identify if it is positive or negative.</prompt>

Prompt 1: Categorize the tweet according to if it has a positive or negative sentiment.
Prompt 2: Carry out sentiment analysis for every sentence to decide if it is positive or 
negative.

Different parts:
"tweet" vs "sentence"
''Categorize'' vs ''Carry out sentiment analysis''

Prompt 3: In this task, you are given sentences from product reviews. The task is to 
classify a sentence as  positive or as negative.
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2. Randomly mutate the different parts
3. Combine the different parts with Prompt 3, selectively replace it with the different parts 
in Step 2 and generate a new prompt.

4. Cross over the prompt in the Step 3 with the following basic prompt and generate a final 
prompt bracketed with <prompt> and </prompt>:

Basic Prompt: Here, you'll be given sentences from reviews about products and you'll 
need to decide if it's a positive or a negative review.

Response:
1. 

2. “tweet” -> “review”
“Categorize”-> “Analyze”
“Sentiment analysis” -> “Sentiment identification”

3. 

4. 

EvoPrompt (Genetic Algorithm)

NLU tasks

Analysis

Framework
• Initial population: Introduce prompts written by humans 

and LLMs to achieve diversity, avoid local optimum
• Evolution: Use LLMs as evolutionary operators 

(mutation and crossover) to generate a new prompt 
based on parent prompts from the current population

• Update: evaluation on a dev set and selection

• Compared with previous works and human written instructions, 
EvoPrompt (GA and DE) delivers significantly better results.

• When the initial prompts are not of high quality, DE evades local optima

• Importance of Prompt 3 in DE: the best prompt as Prompt 3 is more effective
• DE or GA?  
• When starting from top-performing initialization, GA is better. 
• When the initialization is poor, DE is a better choice when the available 

manual prompts are not of high quality.


