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 Multimodal query is easy and feasible for users to express their intention, since users are 
involved to refine the query. 

 Query becomes : ”I want similar [image] but with [text].” But the target image is not 
necessarily what the user wants, especially query for different styles.

Multimodal Query for Fashion Search

Multimodal Query 
high heels 
and teal 
suede  

Multimodal Query 
leopard 
print inside
and teal 
suede 

?



The Ambiguity Problem in Image Retrieval with Text 

 This could be sensor noise, motion noise 
and labeling error in dataset. 

 The existing methods usually mistake 
these candidate images as negative 
samples.

 These problems result in uncertainty 
which cannot be reduced even if more 
data were to be collected.



Aleatoric Uncertainty in Dataset* 

 Aleatoric uncertainty is the uncertainty arising from the natural stochasticity of observations, describes 
the inherent noise in the dataset. The unavoidable error cannot be reduced by increasing the number of 
samples.

 Global-wise classification deploys all categories, significantly degrades the performance since there are 
many false negative samples when calculating the loss due to aleatoric uncertainty in dataset.

* Kendall et al. "What Uncertainties Do We Need in Bayesian Deep Learning for Computer Vision?". NeurIPS, 2017



Integrate fine- and coarse-grained retrieval as 
matching data points with fluctuations

 Fine-grained: one-to-one matching

 Coarse-grained: matching between one 

query point and a point with an uncertain 

range

Multi-grained Retrieval



Match with an Uncertain Range

 Leverage uncertain fluctuation to build the 
multi-grained area in the representation space

 The uncertain range is a feature space, include-
ing multiple potential candidates due to the 
imprecise query images or the ambiguous 
textual description



Baseline
(𝐿𝑖𝑛𝑓𝑜)

Ours
(𝐿𝑢 +𝐿𝑖𝑛𝑓𝑜)

Query        Rank1→Rank5

is shinier and has more sleeves, and is much lighter in 

color

Integrate fine- and coarse-grained retrieval as 
matching data points with fluctuations

 Introduce identically distributed fluctuations in 
the feature space to uncertainty modeling

 Introduce uncertainty regularization to adapt 
the matching objective according to the 
fluctuation range

Multi-grained Retrieval via Uncertainty Regularization
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 Content Modulator performs local updates to the reference image feature

 Style Modulator reintroduces global style information to the updated feature

 Focus on fine-grained matching

Content and Style Compositor*

* Lee et al. "CoSMo: Content-Style Modulation for Image Retrieval with Text Feedback". CVPR, 2021



Pipeline



 𝑓𝑡 : Target Image Features

1. Get the mean and standard deviation.  

2. Normalize 𝑓𝑡 , use Batch Normal, Instance Normal or 
other methods. 

3. Generate 2 Gaussian noisy.

4. Augment noisy to features.

Uncertainty Modeling

The Augmenter generates the jittering and works 
on the final representation space directly.



Uncertainty Regularization 

 Fine-grained matching: InfoNCE loss function

 Coarse-grained matching: inspired by Aleatoric 
Uncertainty

 𝛾 is a dynamic weight hyperparameter to balance 
the ratio of the fine- and coarse-grained retrieval 
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R@50 FashionIQ Shoes Fashion200k

Baseline 57.23 76.46 67.8

Ours 61.39 79.84 70.2

+4.03 +3.38 +2.40

R@50 on Three Datasets



Results on FashionIQ



Results on Shoes and Fashion200k
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