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Vulnerability of Data-driven ML Models
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‘’Fish‘’
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• Vulnerability to adversarial perturbations

• Overconfidence:

‘’River‘’Classifier

Solution: Certified Robustness

Solution: Conformal Prediction



Certified Robustness & Conformal Prediction
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Conformal guarantee:
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Conformal Prediction (CP)

• 𝑛 calibration samples (𝑋" , 𝑌") "#$
%  where 𝑋" ∈ 𝒳 = ℝ& , 𝑌" ∈ 𝒴 =

	{1,2, … , 𝐶}, pretrained model 3𝜋:ℝ& ↦ Δ' , desired coverage level 
1 − 𝛼 ∈ 0,1 , prediction set of test sample: 𝐶%,)(𝑋%*$)
• Non-conformity score of sample: 𝑆+,(𝑋" , 𝑌") ∈ 0,1
• Measures how much non-conformity each sample has regarding the ground 

truth label
• E.g., 𝑆9: 𝑥, 𝑦 = 1 − (𝜋;(𝑥)

• Conformal prediction guarantee: 
• ℙ 𝑌<=> ∈ 𝐶<,@ 𝑋<=> ≥ 1 − 𝛼, where 
𝐶<,@ 𝑋<=> = {𝑦 ∈ 𝒴: 𝑆9: 𝑋<=>, 𝑦 ≤ 𝑄>A @({𝑆9:(𝑋B, 𝑌B)}BC>< )}, where
𝑄>A @(9) computes the 1 − 𝛼 empirical quantile value
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Conformal Prediction (CP)

• Requirement: test distribution is identical to the calibration 
distribution
• Conformal guarantee is broken in the adversary setting
• The adversary can add imperceptible noises to the test sample during 

inference time

Quantile estimation 
!𝑞!

on	calibration	set

(Test sample 𝑋!"#)

Conformal 
Model
!𝜋

Prediction set 
𝐶",! 𝑋"$% :

{Dog, River, Tree}

ℙ 𝑌"$% ∈ 𝐶",! 𝑋"$% ≥ 1 − 𝛼
Conformal guarantee:
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Standard CP is broken with adversary

𝜹 = 𝟎. 𝟏𝟐𝟓 𝜹 = 𝟎. 𝟐𝟓 𝜹 = 𝟎. 𝟓
Standard CP 0.3118 0.0484 0.0028

Smoothing CP 0.8306 0.7504 0.5478

COLEP (ours) 0.9508 0.9324 0.8804

• Data-driven conformal model is vulnerable
• COLEP (ours): 
• Certifiably Robust Learning-Reasoning Conformal Prediction via Probabilistic 

Circuits
• Integrate domain knowledge into the conformal prediction framework

Table I: Marginal coverage under ℓK attack on GTSRB. The benign coverage is 0.9.
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Learning-reasoning CP framework via 
probabilistic circuit (PC)
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Learning-reasoning CP framework
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Stop sign is octagon: IsStopSign⟹IsOctagon (with weight 𝑤)
IsStopSign: Bernoulli random variable with success rate !𝜋&
IsOctagon: Bernoulli random variable with success rate !𝜋'

IsStopSign IsOctagon Likelihood

0 0 (1 − !𝜋&)(1 − !𝜋')𝑒(

0 1 !𝜋&(1 − !𝜋')𝑒(

1 0 (1 − !𝜋&) !𝜋'
1 1 !𝜋& !𝜋'𝑒(

The likehood 𝑝(IsStopSign = 1, IsOctagon = 0) is down-weighted by the correction of the knowledge rule.

Marginal Probability:
𝑝(IsStopSign = 1) = ) *+,-./,0123%,*+45-61.237 $) *+,-./,0123%,*+45-61.23%

) *+,-./,01237,*+45-61.237 $) *+,-./,01237,*+45-61.23% $) *+,-./,0123%,*+45-61.237 $)(*+,-./,0123%,*+45-61.23%)

Time complexity linear to the size of PC graph 8



• Formally:
consider 𝑁X class labels (main model) and 𝐿 knowledge labels (knowledge models)
𝜇𝜖𝑀 = 0,1 Y!=Z: a possible assignment
𝑂[\\](𝜇): output of PC given 𝜇, indicating likelihood of assignment 𝜇
𝐹 𝜇 = exp ∑^C>_ 𝑤^𝕀 𝜇~𝐾^ : factor function, where 𝐾^is the ℎ-th rule with weight 𝑤^
𝕀 𝜇~𝐾^ = 1 if assignment 𝜇 satisfies knowledge rule 𝐾^
let 𝑇 𝑎, 𝑏 = log 𝑎𝑏 + 1 − 𝑎 1 − 𝑏

3𝜋-./012 𝑥 =
∑!"#,!%&' 4())*(6)

∑!"# 4())*(6)
=
∑!"#,!%&' 89: ∑

%+&'
,-./ ; +,%+ < ,6%+ =(6)

∑!"# 89: ∑
%+&'
,-./ ; +,%+ < ,6%+ =(6)
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Learning-reasoning CP framework

• Conformal prediction with probability estimator 3𝜋-./012
• Step 1: class-wise conformal prediction
>𝐶!,%!
&'()*! 𝑋!"# = 𝑞+ ∈ 0,1 : 𝑆,-!"#$%&(𝑋!"#, 𝑞

+) ≤ 𝑄#.%! 𝑆,-!"#$%&(𝑋/, 𝕀 𝑌/ = 𝑗 )
/∈ℐ'()

• Step 2: Final prediction set
>𝐶!,%&'()* 𝑋!"# = 𝑗 ∈ 𝑁2 : 1 ∈ >𝐶!,%!

&'()*! 𝑋!"#
• Recall the conformal guarantee:
ℙ 𝑌<=> ∈ S𝐶<,@`abcd 𝑋<=> ≥ 1 − 𝛼

• Problem: 
• Conformal guarantee is broken with adversary T𝑋<=> = 𝑋<=>+𝜀

• Question:
• What is the valid conformal guarantee with perturbation 𝜀 < 𝛿 ?

!"!

PC (Shape Knowledge)
IsStopSign⟹IsOctagon (weight: ")

B(1 − %&!

B(1 − % '")

)#

IsStopSign

IsOctagon

IsRed

IsDigit

Main 
Model

Knowledge 
Models

PC
(Color Knowledge)

PC
(Content Knowledge)…

…
Learning Reasoning

! "! !"!"#$%&

B(%&!)

B(% '")

! " "

! "#

10



Certifiably robust learning-reasoning CP
• Inference stage:
• Learning component:

• Compute class probability M𝜋 for the main model and
knowledge models

• Reasoning component:
• Compute corrected class probability M𝜋&'()* 

• Conformal prediction:
• Compute final prediction set using M𝜋&'()*

• Certification Goal:
• For adversary T𝑋<=> = 𝑋<=>+𝜀 with 𝜀 < 𝛿, construct and certify the 

prediction set with the desired coverage 1 − 𝛼.
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Certification framework in COLEP

• End-to-end certification framework
• Robustness certification of the learning component

• Probabilistic certification: randomized smoothing
• Deterministic certification: bound propagation approaches (e.g., CROWN-IBP)

• Robustness certification framework of the reasoning component (PC)
• Theorem 1

• Certification of conformal prediction
• Theorem 2,3
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Certification of the reasoning component
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Certifiably robust conformal prediciton
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Worst-case coverage of COLEP
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How does the reasoning component benefit 
in COLEP?

Main Model & 
Knowledge 

models

Reasoning 
Component

!" #$ 	with	bound	
[!" #$ , !" #$ ]

Test sample #$
#$ − # ! ≤ 4

!""#$%& #$ 	with	bound	
[5 !""#$%& #$ , 6[!""#$%& #$ ]]

Translate [!" #$ , !" #$ ] to [5 !""#$%& #$ , 6[!""#$%& #$ ]]
(Theorem 1)

Certified	Prediction	set	(eq.	(8))
CD',)"#$%&!(#$)

(1 − F)	Coverage Guarantee 
(Theorem 2)

Standard	Prediction	set	(eq.	(5))
CD',)"#$%&(#$)

Standard	Prediction	set	(eq.	(5))
CD',)(#$)

CD',)"#$%&(#$) has better coverage than CD',)(#$)
(Theorem 4)

Lower bound of coverage: 
J"#$%&"#$ 	

(Theorem 3)
!""#$%& #$ 	has better accuracy than !" #$

(Theorem 5)
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COLEP achieves higher marginal coverage 
than a standard conformal model
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COLEP achieves higher prediction accuracy 
than a single standard ML model
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Evaluation
• Certified coverage

• Baseline: RSCP[1] data-driven smoothed
conformal model 

• COLEP achieves higher certified
coverage than RSCP

• Marginal coverage under PGD
• Metric: marginal coverage, average

set size
• Baseline: CP, RSCP
• Coverage is broken with CP
• COLEP achieves better tradeoff between coverage and efficiency than RSCP

19[1] Gendler, Asaf, Tsui-Wei Weng, Luca Daniel, and Yaniv Romano. "Adversarially robust conformal prediction." In International Conference on Learning Representations. 2021.



Conclusion

• A certifiably robust conformal prediction framework via knowledge-
enabled logical reasoning: COLEP
• Derive the conformal guarantee with COLEP
• Prove that with the reasoning component, COLEP achieves better 

coverage/prediction accuracy than a single standard ML model
• Empirically show the validity and effectiveness of COLEP on GTSRB, 

CIFAR-10, and AwA2
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