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We propose the simple but effective ECG-specific generative self-supervised learning framework, named ST-MEM (Spatio-Temporal Masked Electrocardiogram Modeling).

What is ECGs? The ECG is a non-invasive heart measurement to observe the electrical signals over 
time and diagnose diseases.  A standard 12-lead ECG is the most common measurement setting that 
provides spatial and temporal information regarding the heart. 

Why do we need representation learning in ECGs?
• High cost of labeling ECGs (hiring cardiologists → $$$)
• Diverse heart diseases → Diverse downstream tasks
• Small number of input features from mobile ECG devices such as smartwatches

Fine-tuning results of arrhythmia and myocardial infarction (MI) 
classification tasks. The experiment is conducted based on 12-lead 
ECG data on unseen data (i.e., not used during the pre-training stage).

Robustness of any lead combinations. 
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ExperimentsIntroduction

• ST-MEM can learn general representation by capturing spatio-temporal relationship of ECGs through 
spatio-temporal patchifying.

• ST-MEM includes lead indicators (lead-wise shared decoder, learnable lead embeddings, 
and separation embedding).


