
A representation-learning game for classes of prediction tasks

•The goal is to develop a method for learning data 

representations that utilizes prior knowledge about the following 

statistical inference.

•We introduce a game-based formulation for learning 

dimensionality-reducing representations.

Game-Theoretic Formulation

Introduction Algorithm

MSE-Linear

Cross Entropy

Theoretical Solution for Linear MSE Setting

•Alternating optimization algorithm using gradient descent ascent.

•Finding best representation and worst function at each iteration.

•Resemble the best response algorithm from the field of game theory.

Results

•Comparison between the 

theoretical results and the results 

achieved by the algorithm

•Algorithm results for classification 

•Regret decrease with m

•Regret increase with d

Multi Label Setting

Theorem I Theorem II
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