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| Development of Decision-Making Algorithms
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| Development of Decision-Making Algorithms
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| Challenge I: Learning at Human-Level Speed

Frostbite Venture Amidar Stargunner
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Humans reach “expert” performance within 15 mins, and exceed DDQN’s 10- and 25- million-frame with a few minutes. !

ITsividis, Pedro A., et al. “Human learning in Atari.”, 2017.



| Challenge II: Reasoning in an Ever-Expanding Space

® 2009, 9x9 game, Fuego beated Zhou Junxun (9 dan professional). 2
® 2009, 19x19 game, MoGo won against Zhou Junxun, with 7 handicap stones. ?

9X9 1919 23X23

to Fire: 18,000,000 million years
to Computers: 247 years
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2 Gelly, Sylvain, et al. “The grand challenge of computer Go: Monte Carlo tree search and extensions.”, 2012.



| CivRealm: A Learning and Reasoning Oddysey

v The Civilization Game:
O Multi-agent interation, a general-sum game.
O Long-term planning, multi-task generalization.

O Interactive and open-ended decision making.
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| Expansion of State and Action Spaces

The Bronze Age The Gunpowder Age  The Industrial Age The Space Age
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| Challenges of CivRealm

Environment Imperfect info Stochastic Multi-goal Dynamic space Multi-agent General-sum Changing players Comm. Tensor & Lang.
MineDojo [15] v v v v X v X X v
MPE [50] X v X X v v X v X
Hanabi [5] v X v X v v X v X
Hold’em [ 10] v X X X v X X X X
Diplomacy [51] X X X X v X v v v
Melting pot [43] v v v X v v v X X
Google Football [47] X v X X v X X X X
Stratego [53] v X X X v X X X X
SMAC [5%] v X X X v X X X X
Dota 2 [¢] Ve v X v v X X X X
StarCraft IT [79] v X X v v X X X X
CivRealm v v v v v v v v v
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| Mini-Games: Development, Battle, Diplomacy

Produce: |
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| Tensor-based Reinforcement Learning Agent

« Static state and action space
« Data-hungry

Value Action Selection

Critic Actor Type Major Category ~ Actor ID D, Action Type
MLP MLP of Actions Pointer Net MLP
i t | f 11 |
Representation | GR D
Global Representation 1
[ Global Transformer ]

[ MLP } [ MLP } [ Transformer J [ Transformer J [ Transformer J [ Transformer J [ Transformer J ResNet

A A A A A

1 Single Vector 1 Sequence T Image
Other Other : - .
{ Rules } { Player } [ players J [ Cities J [Other Umts} { My Cities J [ My Units J Map

G




| Tensor-based Reinforcement Learning Agent
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| Language-based Agents

« Hierarchical observation and decisions
« Communication between agents
« Grounding problem

BaseLang Mastaba World Obs Advice
We have 6 units: 2 settlers, 2 @ € : :
S > Jeen - Expand our territory ASAP; Settlers

should build cities and produce

ge
more settlers.

We can see 0 enemy units. We
have 0 cities of total size 0...

There are 1 Forest ... in the I am controlling Settlers 103. Advisor
el current block; tells us to build cities near, ...

There are 3 Phalanx... in *
block south 1... _

_ I can see wheat and Coal around me
We have 1 Ocean, | Forest, 1 T | __ *

b, Minor Tribe Village , ..., The surrounding environment is
3 ¥ good. I should build city now.
tile_south 2 east 1:{'Grassla
nd', 'l Archer belong to
myself player 0' }

Knowledge

within distance 2, and a river, ...

o ———————

Action *
Build city

L _ 3 Tools utilization

L _ 5 Thoughts
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| Language-based Agents

Evolution of the Civilization:

Inception, establishment, expansion, invasion, and collapse.
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| Take-away

® CivRealm: an interactive environment inspired by Civilization
® learning with prior knowledge
® Reasoning over an expanding space

® Two kinds of APIs: tensor-based and language-based

® Two flavors of baselines provided and analyzed
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