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Background
• Attribution method

– An XAI approach that assigns importance to input pixels 

– Until now, a neuron has been considered as a representation unit

– However, this perspective has difficulties in interpreting neuronal interactions

– Vulnerable to adversarial attack targeting explanation

• Our contribution

– Introduce vector perspective that adhere to model inference

– Robust explanation with State-of-the-Art performance

– Good result on every activation function



Introduce a vector perspective
• A neuron is a function of its Receptive Field (RF).

• Since neurons in the same location of its channel share the spatial location, combine them as a vector.

• Denote this vector as Pointwise Feature Vector, the representation unit of CNN.

• PFV encodes its RF.
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Introduce a vector perspective
• Each layer transforms PFV vector space

• Relu : nonlinearly compress PFV vector field

ReLU makes the PFV vector field like pushing field into a box



Introduce a vector perspective
• Each layer transforms PFV vector space

• Batchnorm : normalize PFV space, then spread each axis and move parallel



Introduce a vector perspective
• Convolution layer : Sum of linearly transformed PFVs
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Introduce a vector perspective
• Convolution layer : Sum of linearly transformed PFVs



Method
• APOP : The contribution to activation pattern should be considered

Freeze activation pattern



Method
• APOP : The contribution to activation pattern should be considered

• To consider this, calculate Sharing ratio μ as projection proportion of preactivation PFV

μ



Method
• Effective receptive field(ERF) : the contribution of pixels to form a PFV

• Build a ERF with ERF of PFVs that connected in computation graph

• Final attribution map is weighted sum of encoder output PFV’s ERF



Result
• State-of-the-art performance on several desiderata

– Localization, Complexity, Faithfulness, and Robustness

• Capture pixel-level fine-grained contribution



Result
• Yield highly robust explanation

• Robust to input noise

• Defend adversarial attack on explanation



Result
• SOTA performance regardless of activation function



Thanks for watching


