
Large Content And Behavior Models 
To Understand, Simulate, And 
Optimize Content And Behavior

ICLR-2024 Spotlight
Ashmit Khandelwal, Aditya Agrawal, Aanisha Bhattacharyya, Yaman K Singla, 
Somesh Singh, Uttaran Bhattacharya, Ishita Dasgupta, Stefano Petrangeli, 
Rajiv Ratn Shah, Changyou Chen, Balaji Krishnamurthy

behavior-in-the-wild.github.io/LCBM

http://behavior-in-the-wild.github.io/LCBM
http://behavior-in-the-wild.github.io/LCBM


Shannon’s Theory Of Communication: Highlights
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Large Language Models As Foundation To Enable Transfer Learning
[...] treat every text processing problem as a “text-to-text” problem, i.e. taking text as input and producing new text as output. The main utility of 
transfer learning is the possibility of leveraging pre-trained models in data-scarce settings
- T5, Raffel et al, 2020

We demonstrate that large gains on these tasks can be realized by generative pre-training of a language model on a diverse corpus of unlabeled text, 
followed by discriminative fine-tuning on each specific task. 
- Improving Language Understanding By Generative Pre-training, Radford et al, 2018



Transfer Learning Power of LLMs in Action
Vision Modality Fit Into Text-to-text Paradigm

Liu, Haotian  et al., Visual Instruction Tuning, NeurIPS, 2023



So, 
1. Have LLMs transfer learnt Behavior already?
2. If not, why? And how do we make them transfer learn 
Behavior using the famous text-to-text paradigm?



Human Communication Process And How LLMs Only See Half The Picture?
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Human Communication Process And How We Are Seeing Only Half The Picture?
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Large Content And Behavior Models (LCBMs)
How Can We See The Full Picture?



What Happens If We See The Full Picture?
LCBM Results vs 15x Larger SOTA LLMs – Behavior and Content Simulation

Youtube Behavior Simulation

Youtube Content Simulation



LCBM Shows Signs of Behavior Domain Adaptation



LCBM Shows Signs of Behavior Domain Adaptation
LCBM Results vs 15x Larger SOTA LLMs



LCBM Shows Signs of Behavior Domain Adaptation
LCBM Results vs 15x Larger SOTA LLMs
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