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Adapt LLMs for Specific Domains
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A Survey of Large Language Models (2023)
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Existing Instruction Datasets
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Human generation
Self-instruct

Collect from other dataset

Both human and machine-generated
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Empowering LLMs with Mol-Instructions to unlock 
Biomolecular Domain

Mol-Instructions includes tasks in 
three major categories, totaling 
2,043,587 instruction data entries.

💡 Leveraging the powerful of LLMs to
understand or even design biomolecules?
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Data Constructions
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Simulating the diversity of human needs and queries.

Transforming existing databases into instructions via preprocessing.

Converting structured annotations to text with templates.

Ensuring sequence quality for molecules and proteins.



Background Data Construction Experimental Analysis Take Away

Data Analysis
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Diversity of sequences

Coverage of descriptions
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Results on Mol-Instructions
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Molecular Generation
Property Prediction

Molecule & Protein Understanding

Biotext Natural Language Processing



04 Conclusion & Future Work

CONTENT



Background Data Construction Experimental Analysis Take Away

Take Away
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q This study bridges the gap in current resources and advances LLM training
in the biomolecular domain:
q accessing cross-modal comprehension in general models

q advancing research and innovation in biomolecular design by collecting and organizing
a wide range of design standards

q aiding models in understanding biomolecular properties and reactions without explicit
programming

Limitations

q Expand the vocabulary with technical terms 

q Model with multimodal techniques

Future Work

q Distinct representation spaces of text and biomolecules 

q Limitations imposed by LoRA’s training strategy
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Open Source
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Github Hugging Face

zjunlp/Mol-Instructionsgithub.com/zjunlp/Mol-Instructions
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Thank you!

Code Data


