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Out-of-distribution (OOD) Problems

Distribution shifts between OOD and InD often drastically challenge 
well-trained models.
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Out-of-distribution (OOD) Problems

Existing studies tackling OOD mainly arise from two avenues:

(a) OOD Detection (b) OOD Generalization
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Neurons in OOD scenarios

In this work, we study OOD problems from a neuron perspective.
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Neurons can exhibit distinct activation patterns when exposed to InD and OOD!



How to characterize neuron states?
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How to characterize neuron states?
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Method: Neuron Activation Coverage (NAC)

Idea: Rarely-activated (covered) neurons by a training set can potentially 
trigger undetected bugs during the test stage (Pei et al., 2017) . 

• NAC models coverage area in 
neuron activation space using InD 
training data. 

• Upon receiving OOD data, neurons 
tend to behave outside the 
coverage area.



Method: Neuron Activation Coverage (NAC)

We derive NAC from the probability density function (PDF)
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Applications of NAC

In this work, we apply NAC to two OOD problems.

OOD 
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Idea: “larger coverage area”
↓ 

“better generalization performance”

Idea: “higher NAC score” 
↓  

     “fewer bugs (coming from InD)” 



Experiments: OOD Detection

• NAC-UE outperforms 21 post-hoc detection methods on CIFAR-10, 
CIAFR-100, and ImageNet benchmarks!

(More results are provided in our paper)
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• Ours neuron state                              is superior compared to other variants.  



Experiments: OOD Generalization

(More results are provided in our paper)

• A positive correlation between NAC-ME and model generalization ability (i.e., OOD test 
performance) consistently holds.
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