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Machine Unlearning
q Why we need machine unlearning?

Right-to-Be-Forgotten: the right to have personal data deleted from the model 1

q What is required?
ü A well-trained machine learning model 𝑔! = 𝑔!" ∘ 𝑔!#

ü Specific data that is subject to removal requests – forgetting data 𝐷$ = (𝑋$, 𝑌$)
ü Other data not affected by privacy requirements – remaining data𝐷% = (𝑋%, 𝑌%)

q What is expected results?
v An equivalent model 𝑔& = 𝑔&" ∘ 𝑔&# to the retrained model on remaining data

[1]. https://gdpr.eu/right-to-be-forgotten/.
[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]
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We have authorized enterprise to use our data to train a classification model:

Implementing the Machine Unlearning

Data Classification Model

Training



CRICOS code 00025BCRICOS code 00025B 4[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]

Data

Removed

If we do not want our data to be used for the model and cancel authorization:

Implementing the Machine Unlearning

New classification Model

Unlearning
Original Model Output

Adjustment
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How can we realize unlearning without data labels?

Pet Images

A Question on Machine Unlearning

Removed

Unlabeled or
partially labeled

q Issues for unlearning without label information:
Ø Real-world datasets are not fully labelled
Ø Model is learned in weakly supervised learning 

scenarios
Ø Labels should be withheld for privacy reasons 

during unlearning
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Prediction

Extractor 𝑔!" Classifier 𝑔!#

Data
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Representation-level Unlearning
q How to reduce the usage of labels in unlearning?

Ø Representation-level adjustment
Ø Differentiate forgetting data’s representation and preserve remaining data’s representation

[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]

Extractor 𝑔!"
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Representation-level Unlearning
q How to reduce the usage of labels in unlearning?

Ø Representation-level adjustment
Ø Differentiate forgetting data’s representation and preserve remaining data’s representation

[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]

Representation

Extractor 𝑔!" Classifier 𝑔$#

Prediction

Classifier 𝑔!#

Data
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Representation-level Unlearning
q How to reduce the usage of labels in unlearning?

Ø Representation-level adjustment
Ø Differentiate forgetting data’s representation and preserve remaining data’s representation

[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]

Representation

Extractor 𝑔!" Classifier 𝑔$#

Prediction

Classifier 𝑔!#

Data



CRICOS code 00025BCRICOS code 00025B 9

Representation-level Unlearning
q Challenges on representation-level

adjustment:
Ø Hard to estimate the representation

knowledge
Ø Lack of objective for representation-

level unlearning
Ø Representation adjustment will cause

a misalignment with the classifier and
fail in predictions

[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]

Data

Unknown Representation
Distribution

Prediction

Extractor 𝑔!" Classifier 𝑔!#
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Representation-level Unlearning
q Challenges on representation-level

adjustment:
Ø Hard to estimate the representation

knowledge
Ø Lack of objective for representation-

level unlearning
Ø Representation adjustment will cause

a misalignment with the classifier and
fail in predictions

[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]

Data

Representation

Prediction

How to adjust
extractor 𝑔!"? Classifier 𝑔!#



CRICOS code 00025BCRICOS code 00025B 11

Representation-level Unlearning
q Challenges on representation-level

adjustment:
Ø Hard to estimate the representation

knowledge
Ø Lack of objective for representation-

level unlearning
Ø Representation adjustment will cause

a misalignment with the classifier and
fail in predictions

[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]

Classifier SpaceExtractor Space ≠
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Estimating representation distribution 

Estimating 𝑃% and 𝑃$ through training two VAEs 

[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]
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Estimating representation distribution 

[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]

The learnt distribution of
the first VAE →
Representation distribution
of remaining data
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Estimating representation distribution 

[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]

The learnt distribution of the
second VAE →
Representation distribution of
forgetting data
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Label-Agnostic Unlearning

[Advancing Machine Unlearning in Deep Models: Causal Insights, Efficiency, and Effectiveness] | [26/03/2024]
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Representation-level unlearning

[Advancing Machine Unlearning in Deep Models: Causal Insights, Efficiency, and Effectiveness] | [26/03/2024]

ü For remaining data: align the representation distribution
with the the distribution in VAE ℎ

ü For forgetting data: push away the representation
distribution with the the distribution in VAE ℎ$

ü Extractor Unlearning Loss:
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Representation Alignment 

[Advancing Machine Unlearning in Deep Models: Causal Insights, Efficiency, and Effectiveness] | [26/03/2024]

ü For remaining data: minimize the representations
from the updated and original extractor

ü For forgetting data: maximize the representations
from the updated and original extractor

ü Representation Alignment Loss:
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Label-Agnostic Unlearning

[Advancing Machine Unlearning in Deep Models: Causal Insights, Efficiency, and Effectiveness] | [26/03/2024]

Alternately updating
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• LAF consistently ranks within the top 5 performances in all evaluations
• LAF+R achieves either the best or second-best results in nearly all evaluations

Performance Comparison: Data Removal

[Advancing Machine Unlearning in Deep Models: Causal Insights, Efficiency, and Effectiveness] | [26/03/2024]

Require labels

Label agnostic
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Summary
q LAF is designed to address the research gap in label-agnostic unlearning

q LAF can accomplish mainstream unlearning tasks and retaining high predictive performance post-
learning, all without the need for supervision information. 

q LAF with supervised repairing (LAF+R) can achieve the leading performance in comparison to baseline 
methodologies.

q The experiments shed light on certain limitations of LAF, including the insufficient removal of the 
forgetting class in the class removal tasks, and the low efficiency

[Label-Agnostic Forgetting: A Supervision-Free Unlearning in Deep Models] | [04/04/2024]
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Thanks！


