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Research Motivation

Language system contributes to the robustness of our auditory system.

“3 Body Problem” of N-Best, ASR, LLM
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?

Speech Signal:
- Background noise
- Speaker accent
- Speaking style

- Linguistic Knowledge
- Context Information
- Experience

Hearing system

Language system

Human

(i)  Beam search èN-best list. 

(ii) In-domain LM è Top1 candidate

(iii) Discarding others.

Traditional LM Rescoring:

Conclusion
- GER makes full use of N-best hypos and LLM to predict GT.
- Can we integrate acoustic information in GER process?

(i) Early Fusion: Concatenate speech representation and word embedding.  

(ii) Mid Fusion: Leverage cross-attention mechanism for text-speech alignment.

(iii) Late Fusion: Combine the token-level logits in auto-regressive decoding. 

- We focus on fusing acoustic information into LLM-based GER.
- We present a simple yet effective solution UADF that performs late 

fusion in the auto-regressive decoding process.
- UADF dynamically assimilates information from the audio modality, 

leading to more reasonable token-level decisions. 
- UADF seamlessly adapts to noise-robust ASR as well as AVSR.
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UADF: Uncertainty-Aware Dynamic Fusion
- Calibration: align the model confidence with true accuracy 

- Fusion: dynamically assign token-level weight according to uncertainty

Fusing-LLM Experimental Result
WER on WSJ and ATIS datasets

Github

Fusion Strategy

ASR-LLM Ablation Study

LM in ASR: Rescoring

LLM in ASR: Generative Error Correction [1,2,3,4]

Noise-robustness on CHiME
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