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Background

o We study OOD generalization when finetuning vision-language models
(e.g., CLIP) on downstream tasks.
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Background

e Two settings for OOD generalization:
o Within-dataset
o Cross-dataset
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Motivation

e Recent finetuning methods for vision-language models often lead to

overfitting UCE101
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e We propose OGEN: our approach to improve OOD GENeralization



Method

Main contribution: jointly trained class-conditional feature generator
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Method

Implementation of the class-conditional feature generator
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Qualitative Results

Visualization: unknown image feature synthesis via extrapolation
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Optimization

e Joint optimization of known and synthetic unknown class data
o Adaptive self-distillation on the unknown feature generator to further

reduce overfitting

e Mean Teacher model with adaptive window size

Mean Teacher ~ MTj 4 : 0] =af; |+ (1 —a)f;, for i={1,...,t},

Adaptive window ALMT; : MT_,,, s, m¢ =

(o

tmax

Im

)

1

2

(mmax Bl mmin) + Mmin




Main Results

- Within-dataset generalization (base-to-new class)

CoOp CoCoOp VPT SHIP KgCoOp MaPLe PromptSRC
+OGEN | X v X v X v X v X v X v/ X v/
Avgacross  Base | 82.69 8347|8047 79.86 (8251 82.52|80.03 80.79 | 80.73 81.34 | 82.28 82.40 | 84.26 84.17
11 dataset New |63.22 69.54 | 71.69 73.35 | 69.01 70.61 | 73.69 76.14 | 73.60 75.68 | 75.14 76.37 | 76.10 76.86
alascls A +6.32 +1.66 +1.60 +2.45 +2.08 +1.23 +0.76
H 71.66 75.87 | 75.83 76.47 | 75.16 76.10 | 76.73 78.40 | 77.00 78.40 | 78.55 79.27 | 79.97 80.34
- Cross-dataset generalization
Source Target
s 3 8 & &8
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= £ & § £ % gz & B £ B L
£ O 5 % & o E 7 o) m - <
CoOp 71.51 93770 89.14 64.51 68.71 85.30 18.47 64.15 4192 46.39 66.55 63.88
OGEN-CoOp 71.52 94.60 90.73 6507 7055 87.26 19.84 65.77 4490 4953 69.36 65.76
CoCoOp 71.02 9443 90.14 65.32 71.88 86.06 2294 67.36 45.73 45.37 6821 65.74
OGEN-CoCoOp 71.28 95.12 9137 66.04 7290 86.54 2295 6842 4638 4582 69.74 66.53




Conclusions

- Study and improve OOD generalization of CLIP finetuning
. Class-conditional feature generator helps regularize the unknowns
- Adaptive self-distillation scheme to further reduce overfitting

 Superior generalization capability under different OOD settings
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