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Background

• We study OOD generalization when finetuning vision-language models
（e.g., CLIP) on downstream tasks.



Background

• Two settings for OOD generalization:

• Within-dataset

• Cross-dataset



Motivation

• We propose OGEN: our approach to improve OOD GENeralization

• Recent finetuning methods for vision-language models often lead to 
overfitting



Method

Main contribution: jointly trained class-conditional feature generator



Method

Implementation of the class-conditional feature generator



Qualitative Results

Visualization: unknown image feature synthesis via extrapolation



Optimization

• Joint optimization of known and synthetic unknown class data

• Adaptive self-distillation on the unknown feature generator to further 

reduce overfitting

• Mean Teacher model with adaptive window size

Mean Teacher

Adaptive window



Main Results

• Within-dataset generalization (base-to-new class)

• Cross-dataset generalization



Conclusions

• Study and improve OOD generalization of CLIP finetuning


• Class-conditional feature generator helps regularize the unknowns


• Adaptive self-distillation scheme to further reduce overfitting


• Superior generalization capability under different OOD settings

Code link
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