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Current Methods to Scale Up Data in Simulation
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Current Methods to Scale Up Data in Simulation
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Randomized DomainsMassive Parallel Rollouts

Lack of Task Diversity

Stack-block-pyramid Stack-rainbow-tower
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Can you generate 
a new task that is 
different from the 
existing ones?

Task Creator

GenSim Framework
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color-ordered-insertion

Generated Tasks
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place-block-in-bowl block-insertion



Generated Tasks
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Experiments
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Qualitative Comparison
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Code-Llama (Finetuned) GPT-4

No pallet Wrong order



Multitask Simulation Policy Training
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Added Tasks Task Number

Zero-shot Generalization by Pretraining on GPT TasksFew-shot Improvement by Adding GPT Tasks



Real-World Policy Rollouts (4x)
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CLIPort Ours

Success Rates: 68.8%43.3%



Limitation
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• Imperfect physical grounding
• Limited task complexity

• Improve VLM/LLM for Robotics
• Dexterous tasks and asset generation

Future Work



Language to Reward (2023)

Voyager (2023) Code-as-Policies (2022)

Say-Can (2022)
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Related Works



Demo

18Please see website https://liruiw.github.io/gensim and demo https://huggingface.co/spaces/Gen-Sim/Gen-Sim for details! 

https://liruiw.github.io/gensim
https://huggingface.co/spaces/Gen-Sim/Gen-Sim

