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01 Background:  Text- to-Image Dif fus ion Model

Ø Stable Diffusion



01 Background:  Text- to-Image Dif fus ion Model

Relying on the powerful generation capabilities of SD:
Ø How can we edit existing images?

We propose DragonDiffusion.
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01 Background:  Dif fus ion-based Image Edit ing

InstructPix2Pix:

However, the correspondence between text and image features is weak, heavily relying on 
the design of prompts.



01 Background:  DragGAN

Due to the limited capability of 
the GANs.

Original Image Edit w/o alignment Edit w alignment

Ø DragGAN



01 Background:  DragGAN

Is there a way to perform fine-grained image editing based on SD?

GAN model: compact and editable latent space Diffusion model: Discrete latent space



02 Method

Emergent Correspondence from Image Diffusion (NeurIPS 2023)



02 Method

Pre-trained 
Stable Diffusion

UNet 
Denoiser

Intermediate Feature

×
�

Start point

Target 
point

Drag

Close the similarity between 
start point and end point 

Ø Score-based Guidance
l Editing modeling： l Design energy function for guidance：

Editing term Content consistency term

Ø Content consistency via visual cross-attention

Key and Value are the diffusion feature from 
the reference image.
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