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Background: Traffic Forecasting
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Main research themes on spatial modeling methods

𝓖 =softmax(relu(𝐄⊤𝐄))

Static Graph Modeling

𝓖 =softmax(relu(𝑯⊤𝑯)), 
𝑯 = 𝑿⊙𝑾

⊙

Dynamic Graph Modeling Attention Modeling*

* Figure reproduced from Vaswani et al. 2017

Graph-WaveNet (Wu et al., 2019)

DCRNN (Li et al., 2018)

MegaCRN (Jiang et al., 2023)
ST-GRAT (Park et al., 2020)
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Most of the research focused on finding all-in-one best 
solution – Q: does it really exist in the traffic forecasting?

𝓖 =softmax(relu(𝐄⊤𝐄))

Static Graph Modeling

𝓖 =softmax(relu(𝑯⊤𝑯)), 
𝑯 = 𝑿⊙𝑾

⊙

Dynamic Graph Modeling Attention Modeling*

* Figure reproduced from Vaswani et al. 2017

• Rely on static graph
• Robustness on outliers or noises
• Vulnerable to domain shifts
• Hard to achieve in-situ dependency 

modeling

• Rely on input-conditioned dynamic graph
• Relatively more robust for domain shift
• Vulnerable to input noises or outliers

• No restriction on spatial dependency
• Take whole roads in account
• May need auxiliary connectivity 

information
• Often generate non-informative, 

blurry attention (Jin et al., 2023)

There are no all-in-one solution – Each method has its own pros and cons!
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There are no all-in-one solution – Each method has its own pros and cons!

… How about making the model 
specialized to “choose” the best one

based on current situation?
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… How about making the model 
specialized to “choose” the best one

based on current situation?

Input-queried memory unit representation

Routing probability



7

Time-Enhanced Attention

Temporal Information Embedding

𝑿𝑜𝑢𝑡
(𝑡)

= 𝑌(𝑡) = [𝑋 𝑡+1 , … ,𝑋(𝑡+𝑇)] 𝝉𝑙𝑎𝑏𝑒𝑙
(𝑡)
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Showcase: highway entrance near Tokyo station
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Showcase: complex intersection near Yoyogi park
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Ablation Study Results

• Removing components makes degradation in performance

• Mixture-of-Experts, diversity of spatial modeling methods, and time-enhanced attention 
take an important role in the model



Summary
• Diversifying spatial modeling methods is beneficial

• Temporal information could be an indicator to guide attention domain

• Gating mechanism and spatial modeling have rooms for improvements
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