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Introduction
Adversarial Learning

● DNNs excel in various fields but are vulnerable to adversarial 
attacks.

● Adversarial attacks introduce subtle perturbations leading to 
incorrect predictions.

● Threatens critical applications like autonomous vehicles and 
medical diagnosis.

● Adversarial Training (AT) enhances DNN robustness by training 
with adversarial examples.

● Adversarial Training is essential for ensuring the reliability and 
security of deep learning systems in critical applications.
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Problem Statement
Robust Overfitting: A Double-Edged Sword

● "Robust overfitting" phenomenon reported in 
Adversarial Training (AT) by Rice et al. (2020).

● Illustration of the phenomenon: Adversarial test 
accuracy lags significantly behind adversarial 
train accuracy.

● Conventional methods such as data 
augmentation, early stopping to prevent benign 
overfitting ineffective in addressing robust 
overfitting in AT (Rice et al., 2020; Nakkiran et al., 
2021).

● Existence of robust overfitting in AT highlights a 
significant gap in building robust machine 
learning systems. 3



Methodology
The FOMO Approach
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Results
FOMO's Strength Against AutoAttack



Conclusion and Future Work
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● FOMO (Forget to Mitigate Overfitting) is a novel adversarial training 
method inspired by the brain’s active forgetting.

● It alternates between consolidation, forgetting (re-initializing weights) 
and relearning phases to focus on truly robust features.

● Key Results:
○ FOMO significantly reduces robust overfitting.
○ Improves both standard and robust accuracy across datasets and 

models.
○ Offers strong defense against Auto Attacks.
○ Enhances generalization, making it applicable to real-world 

scenarios.

For further information, please refer to the paper available at this 
link:https://openreview.net/pdf?id=MEGQGNUfPx
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