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BACKGROUND Graphs & Graph Neural Networks

Networks are everywhere - Graphs are natural way to model such networks

Social Networks Knowledge Graph
Protein-Protein 

Interaction Networks
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BACKGROUND Graphs & Graph Neural Networks

Graph Neural Networks (GNNs)

Traffic prediction with advanced Graph Neural Networks

q Message and Aggregation Scheme

q Compress a set of vectors into a single vector (i.e., node representation)

Hamilton, Will, Zhitao Ying, and Jure Leskovec. "Inductive representation learning on 
large graphs." Advances in neural information processing systems 30 (2017)

https://deepmind.com/blog/article/traffic-prediction-with-advanced-graph-neural-networks
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BACKGROUND Graph Self-supervised Learning

Graph Self-supervised Learning

Traffic prediction with advanced Graph Neural Networks

q GNN à training with self-defined pretext task   à encoder 𝑓!
q Encoder 𝑓! à representations à generalize to other downstream tasks

Lirong, Wu et al. “Self-supervised Learning on Graphs: Contrastive, Generative, or 
Predictive.” IEEE Trans. on Knowl. and Data Eng. 35, 4 (April 2023), 4216–4235.

https://deepmind.com/blog/article/traffic-prediction-with-advanced-graph-neural-networks
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BACKGROUND Graph Self-supervised Learning

Graph Contrastive Learning

Traffic prediction with advanced Graph Neural Networks

q Augmentation: graph data augmentation for different graph views

q Contrasting: maximize the agreement of two graph views

q Augmentation à Encoder 𝑓! à representations à Contrasting

Lirong, Wu et al. “Self-supervised Learning on Graphs: Contrastive, Generative, or 
Predictive.” IEEE Trans. on Knowl. and Data Eng. 35, 4 (April 2023), 4216–4235.

https://deepmind.com/blog/article/traffic-prediction-with-advanced-graph-neural-networks
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BACKGROUND Spiking Neural Network

Green AI: How Far are We?

Traffic prediction with advanced Graph Neural Networks

q CO2 emissions: A Transformers with 213M parameters ≈ 60x Human life

q Next-generation efficient neural networks -> spiking neural networks (SNN)

Strubell E, Ganesh A, McCallum A. Energy and policy considerations for deep 
learning in NLP[J]. arXiv preprint arXiv:1906.02243, 2019.

https://deepmind.com/blog/article/traffic-prediction-with-advanced-graph-neural-networks
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BACKGROUND Spiking Neural Network

Spiking Neural Networks

Traffic prediction with advanced Graph Neural Networks

q ANN (Artificial Neural Network) à Information is typically represented as continuous values in 

the activations of neurons and the weights of connections

q SNN (Spiking Neural Network) à Information is represented as discrete spikes of activity 

over time. The timing and frequency of spikes encode information in an SNN

SNNANN

0.4

0.40, 0, 1, 1, 0

https://deepmind.com/blog/article/traffic-prediction-with-advanced-graph-neural-networks
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BACKGROUND Spiking Neural Network

Spiking Neurons as Capacitor
q Spiking neurons act as a capacitor that stores charge over time

q It assumes ideally that there was no static power leakage

charge
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BACKGROUND Spiking Neural Network

Spiking Neurons
q Integrate-and-fire (IF): the most simple and common spiking neuron
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BACKGROUND Spiking Neural Network

Spiking Neurons
q Integrate-and-fire (IF): the most simple and common spiking neuron

q Leaky Integrate-and-fire (LIF): an additional leaky term for which membrane 

potential charges and discharges exponentially

q Parametric Leaky Integrate-and-fire (PLIF): the leaky term is trainable
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BACKGROUND Spiking Neural Network

How SNNs Work?

Traffic prediction with advanced Graph Neural Networks

q Fundamental characteristics: Integrate, Fire, and Reset

q Different spiking neurons have different integrate behaviors

q The reset mechanism can also be different

𝑆! = )1, 𝑉! ≥ 𝑉"#
0, 𝑉! < 𝑉"#

1. Integrate

2. Fire (output)

3. Reset

𝑉! = 𝑉!$% + %
&!
(𝐼! − 𝑉!$% − 𝑉'()(" )

𝑉! = 4 𝑉! , 𝑆! = 0
𝑉'()(", 𝑆! = 1
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! , 	 𝑆! = 0

𝑉! − 𝑉"#, 𝑆! = 1

𝑉! = 𝑉!$% + 𝐼! IF LIF or PLIF

Reset to 
zero

Reset by 
subtraction

threshold

https://deepmind.com/blog/article/traffic-prediction-with-advanced-graph-neural-networks
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BACKGROUND Spiking Neural Network

How SNNs Work?

q An simple illustration of the charging behavior in each spiking neuron

T=0 T=1 T=2 T=3

Integrate

Spike

Reset …

Fi
re

0 1

Spiking 
neuron 0 1 …Output

Integrate
𝐼(%) 𝐼(,)
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MOTIVATION

Can we explore the possibilities of SNNs with contrastive learning 
schemes to learn sparse, binarized yet generalizable representations?

SpikeGCL

−∞
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Input graph 𝒢

GCL
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

SpikeGCLSNN GCL

Incorporating spiking neural networks to graph contrastive learning -> SpikeGCL
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

Encoder
Predictor 

headGrouping

Augmentation/
Corruption Share parameters Loss ℒ

Encoder
Predictor 

headGrouping

𝑚

graph 𝒢

Overall Framework

q Step1: Augmentation/corruption

q Step2: Grouping + Encoding

q Step3: Decoding

q Step4: Contrasting
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

Why do we need Grouping?

q SNNs are temporal models that require sequential inputs

q Challenge: how to formulate such inputs from a non-temporal graph?

q Existing works: repeat input graph multiple times w/ or w/o augmentations 

(SpikingGCN, GC-SNN, GA-SNN, …)

…

𝑇 graphs

🤔

Input graph 𝒢 Temporal graph sequence
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

Why do we need Grouping?

q SNNs are temporal models that require sequential inputs

q Challenge: how to formulate such inputs from a non-temporal graph?

q Existing works: repeat input graph multiple times w/ or w/o augmentations 

(SpikingGCN, GC-SNN, GA-SNN, …)

Input graph 𝒢 Temporal graph sequence

…

𝑇 graphs

High computational and memory overhead, almost 𝑇 times that of GNNs

🤔
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

Why do we need Grouping?

q Partition the node features into 𝑇 groups, rather than repeating the graphs

q Each group of features is paired with a GNN network

Temporal graph sequence

…

𝑇 graphs

Input graph 𝒢

Grouping

Group 𝒢! Group 𝒢"

GNN" GNN# GNN$

🤔



21

METHOD Spiking Graph Contrastive Learning (SpikeGCL)

SpikeGCL encoding

q Only the first layer is different in response to diverse groups of features

q Parameters of the remaining 𝐿-1 layers of the peer GNNs are shared together

q The overall complexity is almost equivalent to a regular GNN

Input graph 𝒢

Group 𝒢"

Group 𝒢#

Grouping

Grouping
Encoder

1 layer

𝐿 − 1 layers
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

SpikeGCL encoding

q A spiking neuron is used to output spikes

q Grouping -> Encoding -> Spiking

Input graph 𝒢

1 0

Spiking neuron

Fire

Integrate
Reset

Group 𝒢"

Group 𝒢#

1-bit Spikes
Concat

Grouping

Grouping
Encoder

𝐿 layers
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

Encoder
Predictor 

headGrouping

Augmentation/
Corruption Share parameters Loss ℒ

Encoder
Predictor 

headGrouping

𝑚

graph 𝒢

Overall Framework

q Step1: Augmentation/corruption

q Step2: Grouping + Encoding

q Step3: Decoding

q Step4: Contrasting
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

Augmentation

q Edge dropping & feature shuffling

q Edge dropping: randomly drops a subset of edges from the original graph

q Feature shuffling: gives a new permutation of the node feature matrix along 

the feature dimension

1 2 3 4 2 3 4 1
shuffle
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

Decoding + Contrasting

q An MLP 𝑔7 is used as the predictor to decode the binary 

representations to continuous ones

q Contrastive learning objective: margin ranking loss

𝒥 =
1
𝑁
6max (0, 𝑔7 𝑧8 − 𝑔7 𝑧89 +𝑚)

MLP predictor

Spikes (positive)

Margin

Spikes (negative)
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

Blockwise training

q Directly training SNNs using gradient descent is non-trivial

q Surrogate gradient learning is a viable solution, but it also has limitations

q Surrogate functions -> vanishing gradient

q SNNs requires relatively large time steps -> high overheads 

Θ(𝑥) = 41, 𝑥 ≥ 0
0, 𝑥 < 0

𝜎 𝛼𝑥 = 1/ 1 + exp −𝛼𝑥≈
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METHOD Spiking Graph Contrastive Learning (SpikeGCL)

Blockwise training

q One or more consecutive time steps as a single block, and limit the length of 

the backpropagation path to each of these blocks

q Parameters within each block are optimized locally with a contrastive objective

𝑥!

…

𝑥"

𝑦! 𝑦"

𝑥#

𝑦#

Encoder Decoder Forward
propagation path

Backpropagation 
path

Input Output

𝑥 𝑦

(a) End-to-end 
backpropagation 

(b) Blockwise backpropagation 

Block

𝑥

𝑦

…
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SpikeGCL is able to approximate a full-precision GNN with a relatively 
large time step 𝑇

Theorem 1 (Informal). For any full-precision GNN with a hidden dimension 

of 𝑑/𝑇 , there exists a corresponding SpikeGCL such that its approximation 

error, defined as the ℓ! distance between the firing rates of the SpikeGCL 

representation and the GNN representation at any single node, is of the 

order Θ(1/𝑇).

THEORETICAL INSIGHTS

Detailed Proof -> Appendix A
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Generate random inputs:

x = torch.arange(-0.2, 1.2, 0.04)

THEORETICAL INSIGHTS

A Toy Example: How an IF neuron approximates the ReLU activation
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Output	of	ReLU:

ReLU(𝑥) 	= 	max(𝑥, 0)

ReLU

THEORETICAL INSIGHTS

A Toy Example: How an IF neuron approximates the ReLU activation
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ReLUT=10 T=30

THEORETICAL INSIGHTS

A Toy Example: How an IF neuron approximates the ReLU activation

Firing	rate	of	IF	= #	+,-./+
0
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ReLUT=60 T=90

THEORETICAL INSIGHTS

Firing	rate	of	IF	= #	+,-./+
0

A Toy Example: How an IF neuron approximates the ReLU activation

A	larger	T	leads	to	a	better	
approximation	of	ReLU
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Experiment Setup

q 9 real-world graph datasets

q Node classification task with ACC as the metric

q Supervised and self-supervised baselines, including binarized, full-precision, 

and spike-based methods

q SpikeGCL is a self-supervised, binarized, and spike-based method

2k 736k
scale
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RESULTS Node Classification

Comparable performance on node classification tasks

U: unsupervised or self-supervised; S: spike-based; B: binarized
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RESULTS Efficiency

SpikeGCL has significant advantages in terms of parameters, 
speed, memory usage, and energy consumption
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RESULTS Ablation Study

Ø GNN Encoder

Ø Spiking Neuron

Ø Convergence
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RESULTS Ablation Study

Ø Firing Threshold

Ø Connections between Input Features and Output Spikes
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CONCLUSION

1. Self-supervised and binarized representation learning problem 
on graphs with SNNs

2. SpikeGCL, a binarized contrastive learning framework for 
graphs with theoretical performance guarantees

3. Blockwise training, a local learning paradigm to prevent SNNs 
from vanishing gradients and network degradation

4. SpikeGCL exhibits comparable performance and additional 
advantages in terms of parameters, speed, memory usage, and 
energy consumption
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