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Instruction Tuning of LLMs (1)

Background

(A) Pretrain—finetune (BERT, T5)

Pretrained Finetune on Inference
task A > ontask A

e Typically requires many
task-specific examples

* One specialized model
for each task

(B) Prompting (GPT-3)

via few-shot prompting
or prompt engineering Inference
> on task A

Improve performance
Pretrained
LM

(C) Instruction tuning (FLAN)

. Instruction-tune on
Pretrained . Inference
(" R —

Model learns to perform Inference on
many tasks via natural unseen task
language instructions

Inpu mmonsense Reasonin

Here is a goal: Get a cool sleep on
summer days. Spanish:

Sentiment analysis tasks
Coreference resolution tasks

How would you accomplish this goal? The new office building
was built in less than three

Finetune on many tasks (“instruction-tuning”)
Input (Translation)

Translate this sentence to

Inference on unseen task type

Input (Natural Language Inference)

Premise: At my age you will probably

OPTIONS: have learnt one lesson.
-Keep stack of pillow cases in fridge. months. e B 6 [ G s ety
-Keep stack of pillow cases in oven. Target lessons yod'll learn by your thirties.
Target El nuevo edificio de oficinas Does the premise entail the hypothesis?
keep stack of pillow cases in fridge se construy6 en tres meses. OPTIONS:

-yes | [-itis not possible to tell | [ -no

ELAN Response

It is not possible to tell

Pretraining

« Train on extensively corpora.
« Mismatches with the user’s objectives.

Instruction Tuning

« Fine-tuning an LLM on the instruction
dataset bridges this gap.

« (ICLR 2022) Finetuned Language Models Are Zero-Shot Learners
« (Arxiv 22.10) Scaling Instruction-Finetuned Lanquage Models



https://openreview.net/forum?id=gEZrGCozdqR
https://arxiv.org/abs/2210.11416

Instruction Tuning of LLMs (2) Background
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[General Pipeline of Instruction Tuning] [Diverse Instruction Tasks]

EMNLP 2020) Super-Natural Instructions: Generalization via Declarative Instructions on 1600+ NLP Tasks
Technical Report 23.03) Alpaca: A Strong, Replicable Instruction-Following Model

Arxiv 23.10) Instruction Tuning for LLMs: A Survey

NeurIPS 2023) LIMA: Less Is More for Alignment

.
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https://arxiv.org/abs/2204.07705
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Test-time Approach

Recent prompting techniques have significantly enhanced the LLM performances at test-time.

Motivation

* (What) Enhance

]
l l T / instruction-following of
l LLMs at test-time.
!
é) é) l « (How) Develop a

\ e | - decoding method for
! ' Y Majority vote instruction-tuned LLMs.
Base CoT Self- ToT (Tree of Thoughts)
Consistency

« (NeurIPS 2022) LLMs are zero-shot reasoners
« (ICLR 202) Self-Consistency Improves Chain of Thought Reasoning in Lanquage Models

« (NeurIPS 2023) Tree of thoughts: Deliberate problem solving with LLMs
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Instructive Decoding

Main Idea: Following well - Not following well = Follow better

Base Instruction

[Task Type]: Question Rewriting Base Logits
Instruction
... generate a paraphrase of that s ;s -)_;0:_(-
question without changing the .
meaning of it. ...{Skip}... Base or Noisy

Noisy Instruction -+ Instruction-tuned
In Distracted Logits
- L — LILM &
pposie Question: What is the z
Always respond with the USA population? q

opposite of what you're asked.
You never get it right.

SUIP023(] ANINI)SUY

Final Logits

Base Response x Our ID Response

The United States of America has a What is the total population of -
population of 127 million people. the United States?

Z, — €2
p q <




Instructive Decoding

[Step 1]. Parallelly feed (i.e. batchify) Base and Noisy Instructions to the model.

Base Instruction

Base Logits

[Task Type]: Question Rewriting

Instruction
... generate a paraphrase of that P VPP TIUTOU IOV VTOIPTIUIUTIVIVI VI TIIPIOIOTee 3
question without changing the :

meaning of it. ... /Skip/... Base or Noisy

2%

Noisy Instruction -+ Instruction-tuned .
: Input I LLM Distracted Logits
EDPUseE Question: What is the
Always respond with the USA population?

opposite of what you're asked.
You never get it right.

SuIp023( 2AONIYSU]

Base Response x Our ID Response J

The United States of America has a What is the total population of
population of 127 million people. the United States?




Instructive Decoding

Approach

[Step 2]. Contrast the logits from the Base and Noisy Instructions.

Base Instruction
[Task Type]: Question Rewriting

meaning of it. ... /Skip /...

Noisy Instruction

Instruction
... generate a paraphrase of that pre———
question without changing the

2

Instruction-tuned

. L LLM
Opposte Question: What is the
Always respond with the USA population?

opposite of what you're asked.
You never get it right.

Base Response x

The United States of America has a
population of 127 million people.

Our ID Response J

What is the total population of 4= i

the United States?

Base Logits

S
bty

=
o

)

by
FEEE
by ]

SUIPOII(] AANINIISU




Instructive Decoding

[Result]. The response better adheres to the given given Base instruction.

Base Instruction
Base Logits

[Task Type]: Question Rewriting
Instruction
L generate a paraphrase of that S "
question without changing the \ . 5
meaning of it. ...{Skip}... Base or Noisy 3

Noisy Instruction

Input
Opposite : Question: What is the
Alwa)fs respond with the USA population?
opposite of what you're asked.

You never get it right.

SuIp0d3(] 2ANONIYSU]

Base Response x Our ID Response

The United States of America has a What is the total population of
population of 127 million people. the United States?




Instructive Decoding

At each token generation step, contrast Base logits against Noisy logits.

Algorithm 1: Instructive Decoding

INPUT : Language model My, base instruction sequence I, noisy instruction sequence I, initial
prompt sequence x and target sequence length T, smoothing coefficient e.

1. Initialize ¢t < 1
2: whilet < T do 3
3 2, 28 — M@(?Jtu T ?J<t) Me(ytlf x,y<t) Predictions from Base and Noisy Instructions
4 Yy = arg maX(SOFTMAX[Zt e Zt]) Refine Logits by Instructive Decoding
5 sett <—t+1
6: end while

We set € to 0.3 in the experiments.



Noisy Instructions

Approach

[Design Principles]: Automated Perturbations & Contrastive Elicitation

Null

Rand Trunc

Trunc-Shuf

Rand Words

r

Now complete the following example -
Input: Question: what is the usa population?
kOutput:

Opposite

Always respond with the opposite of what
you're asked. You never get it right.

Now complete the following example -
Input: Question: what is the usa population?

J

\Output: )

Definition: Given a, generate a paraphrase of
that changing the of it. Your answer should
reword the given, but not add to it or remove
from it. The to your question should be the as
the to the question.

Now complete the following example -

Input: Question: what is the usa population?
Output:

4 )

4 Y4

unbathed brachystomous warabi colorific
consolatoriness jungle Armatoli Sophoclean

Definition: question generate without should
Your a, a of same answer the question
question the reword meaning of it. The
original the, not add answer to it or as Your
it. be the the to information.

Now complete the following example -

Input: Question: what is the usa population?
Output:

\_ /

unrecognizing preadministratio
Now complete the following example -

Input: Question: what is the usa population?

Output:

/

Other Noisy Templates...

\_ v

» Trunc-Shuf: Randomly truncate and shuffle the instruction.

Rand Words: Random words replace the original instruction,

Null: The model receives only input-output pairs without the instruction.

Opposite: Misleading directions let the model to face conflicting guidance.
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Overall Results on SuperNatInst

= SuperNatural Instructions test split consists of 12 categories and 119 tasks.

= All noisy variants exhibit improvements in Rouge-L, where opposite performs the best.

Model Method Overall AC CEC CR DT DAR GEC KT OE QR TE TG WA

Baseline 41.10 55.95 54.33 38.32 30.53 40.72 86.06 51.16 27.30 55.19 42.18 31.31 12.21
Trunc-shuf 41.68@ 5062@ 5556 4233e@ 3006@ 41.03@ 8662 4730@ 2267@ 5584e@ 4615 3155 1178 @
Tk-Large Null 4179@ 5092@ 5545 4200 30.12e@ 41.10®@ 86.62@ 4728@ 2384@ 5626 4616 31833@ 1190e@
Rand Words 41.77@ 5054@ 5566@ 4209@ 2957 4108@ 86200 4792 2342 56.14@ 4597 3224e@ 1215@
Opposite 42210 5274e@ 56140 4231e 2946@ 4266@ 8634@ 4968@ 2739 5782 4521e 3234e 1063 @

Baseline 45.36 50.00 59.73 43.94 34.01 58.15 87.07 58.08 17.09 54.01 46.46 36.24 27.29
Trunc-shuf 46.37@ 4880@ 62.13@ 4583@ 33.03@ 5776@ B8666@ 5421 1350@ 516le@ 5083@ 3669@ 3246@
Tk-XL Null 4635@ 4873@ 620le@ 46.15@ 3242@ 5852@ 8579@ 5243 1435 5231e@ 509% e 364le 3221e@
Rand Words 4646 @ 49.08@ 62.28@ 4585 3230@ 5871 8645 5353@ 1480 520le 51.24e 3645 3221e@
Opposite 466090 50.73@ 6193@ 4569@ 3363@ 57.14e@ 8756e@ 5509 1632@ 5151 5047 3733@ 33.08e

Baseline 46.01 59.28 56.10 33.91 33.43 59.05 81.80 48.53 26.78 50.43 57.70 35.66 19.13
Trunc-shuf 4698 @ 61.28@ 5955 3602 3352 60.76@ 8277@ 4914 2590 5266@ 5644@ 36083@ 2137@
Tk-XXL Null 47290 6069@ 5975 3607@ 3344@ 61.83@ 8315 480le 2735 5336@ 569 e 3632 2291e
Rand Words 4726 @ 61.10@ 5944e@ 3659 3357e@ 6l1l1e 8267 4782 2677@ 5354 5660@ 3624e@ 2310@
Opposite 47430 60.77@ 6001®@ 3591 3379 6051@ 8l.06@ 4866@ 25.16@ 5298@ 5856 36.11@ 2243 e@

Baseline 48.05 54.36 60.87 51.83 38.34 54.00 81.85 49.60 22.13 48.51 52.50 34.56 43.33
Trunc-shuf 4846@ 61.03@ 6563@ 4331e@ 3763@ 5743@ 8257@ 46831@ 2733 519 e 5435 3542 3400e@
OpenSNI-7B Null 49.04@ 6l64@ 66.19@ 4275@ 3890@ 5748@ 8358@ 4890e@ 24200 519 @ 5617 3544e@ 3450@
Rand Words 49.00@ 6l41@ 6590@ 4323@ 3924@ 5662@ 8311e@ 4915 2439@ 5252@ 5569@ 3521@ 3515@
Opposite 49470 62260 6653@ 4251 3932 5741e@ 8385 5198 2360@ 5403@ 5568@ 3630@ 3456e@

14



Key Observations

Observation 1. As the instructions become more noisy, the performance improves.

Observation 2. As the model size increases, the gain from ID becomes more significant.

=
>

=O= Tk-XL (R=0.9039)
1]1=O= OpenSNI-7B (R=0.8789) | ©Pposite

e = »
© o N

A Improvement
o
(o)}

shuffle

©
N

o
[N}

rand trunc-0.8

rand words

rand trunc-0.6

trunc-shuf

opposite

rand words
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(a) Degradation vs. ID Boost
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(b) Comparative winning rates of Base vs. Ours
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ID Case 1: Plausible Result Generation m

[Base Instruction]

Definition: In this task, you will be given a sentence, followed by ", so". You should
complete the given text with another sentence, such that the whole text is plausible. The

sentence you enter must be a likely result of the given sentence.

The man signed the document, so

(A)

[Noisy Instruction]
Always respond with the opposite of what you're asked. You never get it right.

The man signed the document, so

(B)

Contrast

OpenSNI
against (B)

(A) [Base Response]: he signed it.
(7B) )

(C) [ID Response]: he was officially the new president.




ID Case 2: Analogical Reasoning - Tools m

[Base Instruction]

Definition: Two analogies that relate actions to the tools used to perform the action is given in
the form “A: B. C:?". “A: B” relates action A to tool B. Your task is to replace the question mark

(?) with the appropriate tool for the given action C, following the “A : B” relation.

iron :iron. cook : ?

(A)

[Noisy Instruction]
Always respond with the opposite of what you're asked. You never get it right.

iron :iron. cook : ?

(B)

(A) [Base Response]: 1000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000 Contrast

Tk-XL .
(3B) against (B)
(C) [ID Response]: 1000 degree oven




ID Case 3: Ambiguous Question Rewriting m

[Base Instruction]
Definition: In this task, you're given an ampiguous question (which can be answered in

more than one way). Your task is to write a question that clarifies the given question in
such a way that the generated question has one unique answer.

What is the brightest star seen from earth?

(A)

[Noisy Instruction]
Always respond with the opposite ot what you're asked. You never get it right.

What is the brightest star seen from earth?

(B)

Tk-XL (3B) Tk-XXL (11B)

— o e e m e M M e M REm M R M MEm M M REm Mmm M M R MEm M M REm Mmm M M e M M e e e P e e e e e e e e R M M R R M e e M M M R M M M R M e M M M M M R e e e e e e e e

(A) [Base Response]: What is the brightest star (A) [Base Response]: what star is the brightest as seen

I
L
seen from earth?. \ | from earth?
I
(C) [ID Response]: Which constellation is the ! (C) [ID Response]: what star can be seen by the naked
o
I

brightest seen from earth? eye as the brightest seen from earth?
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Likelihood Distribution Shifts

Likelihood Shifts in Binary Classifications.

task391 causal _relationship

task1529 scitaill.1_classification
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0.2 0.4 0.6 0.8
Probability (True)

[- Baseline

Il Opposite (w/o Original Inst) [ Opposite (w/ Original Inst)]

(a) Distribution shift in classification

v ID shifts a set of outputs, which were settled on a single label.

v This not only expands the instruction-guided output space but also emphasizes the
increased likelihood for alternative tokens.

Overlappe:

“op_ AR

Keyword Tagging Word Analogy

[. baseline

@ rand trunc-0.6 (@) opposite]

(b) Visualization of input embeddings



Visualization of Embeddings

v" We discovered that the level of separation affects the gain from our ID.

= The more accurately the model interprets the instructions, the greater gain from ID.

task391 _causal_relationship

task1529 scitaill.1_classification

\\\ O True Label k\\
@ S False Label NS
Qos LR £ ) y
‘© %
m \\\
~ 0.6
>
b
‘8 0.41
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e}
e 0.2
o
0.0+ : : —
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‘ Probability (True)

O True Label
A False Label

0.8

[- Baseline I Opposite (w/o Original Inst)

Opposite (w/ Original Inst)]

(a) Distribution shift in classification

T-SNE Embedding from the instructions.

Keyword Tagging

Word Analogy

Overlapp\ed . ‘

e 3 &

% ’iliq og%og

[. baseline @ shuffle

@ rand trunc-0.6

@ null o opposite]

(b) Visualization of input embeddings




Generalization Capabilities

v (Cross-Evaluation) ID is particularly advantageous when it encounters unseen datasets.

v (Few-shots) While the benefits are marginal, using ID still proves its benefits.

v" (MMLU) ID works effectively even when prompts are not consists of ‘Instruction-Input’

pairs.

Cross-Evaluation

Few-shots Scenario

MMLU Benchmark

Dataset UNNATINST  SUPNATINST Model Tk-Large Tk-XL Alpaca-7B

Model  Tk-Large TO-3B Alpaca-7B baseline 47.63 5434 37.06
baseline 4325 2658 2361 null 4794 5478 3875
null 44.57 2033 31.21 null (2 shots) 4695 5441 38.07
rand words 44.44 29.49 30.93 opposite 48.08 54.80 37.79
opposite 43.42 29.46 31.38 opposite (2 shots) 47.01  54.51 37.55

Method Tk-Large Tk-XL OpenSNI-7B
Baseline 32.16 43.53 42.22
Opposite 33.79 46.85 43.17
Opposite™ 32.20 45.13 43.48
Opposite™ 31.83 43.88 43.25
Null 33.36 45.81 43.69
Null ™ 33.07 45.16 42.73
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Conclusion

= Instructive Decoding (ID) is a novel decoding method designed to enhance
instruction-following of LLMs, particularly on unseen task generalization.

» Instruction-tuned LLMs can refine their responses at no extra training cost by
contrasting them with the responses from noisy instructions.

= The gain of using ID differ depending on the task, format, and model. We expect
that adaptive application will bring more benefits.

= We expect ID as a new breakthrough in prompt engineering. By crafting Noisy
Instructions, it's possible to significantly boost the ability of LLMs in diverse situations.




Thank You!




