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Problem: Defense/robust learning against graph adversarial attacks
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Challenges
Challenge 1. Severe robustness 
degradation:

when attack intensity surpasses a 
threshold of 300 injected nodes, 
error rates for many models surge by 
more than 50%. 

Challenge 2. Scalability:

Many robust methods such as 
GNNGurad, SVD face scalability issue.



Overall Framework
Overall Framework:

Denoise → Robust classifier

Both two modules  contributes to

Solving challenges.



Contribution 1: Denoise module

Motivation: MAE (K. He, CVPR 2023) finds, reconstructed examples, although 
distinct from the ground truth, remained semantically plausible. 

How: Mask paths – Self-supervise--Reconstruction



Contribution 2: Robust classifier

Differential Privacy and Robustness Connection: Perturbation of input will has bounded output.



Mitigating Severe Robustness Degradation on Graphs
Empirical finding: Matching DP 
noise magnitudes with different 
intensities can help model better 
defense attacks.

Mixture-of-Experts: MoE can select 
the most matching DP expert to 
handle the attack with specific 
intensity.



Experiment results on datasets with different scales
Solve the 
challenges:
Anti-degraded 
robustness and 
scalability


