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Machine Learning can accelerate Mixed Integer 
Linear Programming (MILP) solving.
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Paper

Solving Time is decreased by ~150 seconds for Hard level
MILP instances.

Collec:ng experts for Imita:on Learning is 
computa:onally intensive and :me-consuming.
Expert Data CollecCon: Solving training MILP instances with 
Strong Branching (expert strategy). 

As the complexity of MILPs scales up in pracCcal

Our Solu:on: Augmented MILPs

Leveraging Contras:ve Learning between MILPs and AMILPs 

Experimental Results

Our CAMBranch, trained with only 10% of the full dataset 
outperforms GCNN trained with full data.

CAMBranch is not limited to data-limited scenarios, which also 
serves a valuable tool for data argumentaDon with full dataset.

The expert data collecCng Cme dramaCcally increases☹

(Gasse et al., 2019)

CollecCng 100k expert samples (Easy Level) instances 
requires
Ø 26.65 hours for Set Covering Problem
Ø 12.48 hours for Combinatorial Auc4on Problem
Ø 84.79 hours for Capacitated Facility Loca4on Problem
Ø 53.45 hours for Maximum Independent Set Problem
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CharacterisCcs of Augmented MILPs (AMILPs)
Ø Each MILP can generate mulCple AMILPs
Ø Generated AMILPs share idenCcal Variable SelecCon Decisions to its 

original MILPs

Generate labeled expert data without solving AMILPs😊
Graph ConvoluDon 

Neural Networks (GCNN)

Next, by lemmas and theorems, obtain AMILP’s BiparCte Graph features 
which will be fed into the GCNN for feature extracCon.
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Loss funcCon 

1. ImitaCon Learning

2. ContrasCve Learning

3. Consistency Loss

The final loss funcCon is


