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Time Series Forecasting

Future Time SeriesPast Observations

Challenges

- Complicated Variations

- Numerous Variates
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Wide Applications

Forecasting



Transformer-based Forecaster

• Passionate modifications!

• Emergence of Transformers in TSF



Transformer-based Forecaster

• Passionate modifications!

• Linear models beat Transformers?
• ARIMA, Holt-Winter …

• DLinear, RLinear …
Zeng et al. Are Transformers Effective for Time Series Forecasting? AAAI 2023.

• Emergence of Transformers in TSF
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Time Series Tokens in Transformer
Underlying Risks of Tokenization

• Excessively local receptive field

• Inconsistent scale and distribution

• Variate-mixed representations

• Inherent lags between variates…

Monitor 1 Monitor 2
Traffic jam (Event)

Lag

Noisy tokens!
Lag



Motivation

iTransformer regards multivariate series invertedly without any modular modification



iTransformer

• Time series of individual variate as the Variate Token

• LayerNorm and FFN for Variate-centric Representations

• Multivariate Correlations are captured by self-attention

Encoder-only Arch.



Transformer Modules
Layer normalization (within Variate Tokens)

Mitigate variate discrepancies in scaling and distribution

Instead, time-unaligned events are merged and the 

obtained Temporal Tokens can be over-smoothed



Transformer Modules
Layer normalization (within Variate Tokens)

Feed-forward network (within Variate Tokens)

Mitigate variate discrepancies in scaling and distribution

Instead, time-unaligned events are merged and the 

obtained Temporal Tokens can be over-smoothed

• Learns temporal representation

• Describe intrinsic properties of time series

• Transferable representation across variates

Naturally captured: Nonlinear temporal representation under Channel Independence 



Module Reflections
Self-attention (among Variate Tokens)

- Query and key of Variate Tokens

- Variate number



Module Reflections
Self-attention (among Variate Tokens)

Elements of Attention:Pearson Correlation coefficients: 

Highly correlated tokens will be more weighted with the Value  

- Multivariate Correlations 

- Query and key of Variate Tokens

- Variate number



Time Series Forecasting

Achieve state-of-the-art on MTSF

Excel at high-dimensional series: ECL, Traffic, Solar…

Averaged MSE (4 prediction lengths)7 Benchmark (13 Datasets, 52 Prediction Settings)

Market Datasets (Server Load Prediction of Ant Group) 



Framework Generality
Prediction Accuracy

Transformer
↑ 38.9%

Reformer
↑ 36.1%

Informer
↑ 28.5%

Flowformer
↑ 16.8%

Flashformer
↑ 32.2%

• Inverting can consistently improve various Transformers

• Take advantage of booming efficient attention mechanisms



Multivariate Correlations
Time Series Attention Map Time Series Attention Map

Market Dataset: each variate represents the monitored series of a service interface of a kind

Color bar



Multivariate Correlations
Time Series Attention Map Time Series Attention Map

• Partitions in the learned attention map, indicating the grouping of variates

• The learned attention map reveals the correlations between the variates

Market Dataset: each variate represents the monitored series of a service interface of a kind

Color bar



Multivariate Correlations
Solar-Energy Dataset: distinct multivariate 

correlations in the lookback and future series

Future SeriesLookback Series Calculated from raw series



Multivariate Correlations
Solar-Energy Dataset: distinct variate 

correlations in the lookback and future series

Learned by iTransformer

In the shallow layer, the map share similarities to 

the correlations of lookback series

Attention map can reflect the correlation 

between the variates



Multivariate Correlations
Solar-Energy Dataset: distinct variate 

correlations in the lookback and future series

Learned by iTransformer

Attention map reflect the correlation 

between the variates

In the deep layer, the map share similarities 

to the correlations of future series



Multivariate Correlations
Solar-Energy Dataset: distinct variate 

correlations in the lookback and future series

Attention scores reflect the correlation 

between the variates

Inverting empowers

• Attention: Interpretable variate correlating

• FFN & LN: Encoding Variate Tokens and 

decoding them for the prediction



Prolonged Lookback Length

Performance of iTransformer is generally improving with more lookback observations

Previous work found that Transformer-based forecasters does 

not necessarily improve with enlarged lookback wnidow

Nie et al. A Time Series is Worth 64 Words: Long-term Forecasting with Transformers. ICLR, 2023.



Representation Analysis

Inverting learns favored series representations and thus achieves more accurate predictions. 

Previous work demonstrated that time series forecasting, as a 

low-level generative task, prefers the higher CKA similarity

TimesNet: Temporal 2d-variation Modeling for General Time Series Analysis. ICLR, 2023.

Forecasting Performance V.S Centered Kernel Alignment

Inverting
Performance

CKA Sim. HighLow

Accurate

Inaccurate



Variate Generalization
Based on the independent embedding of Variate Tokens 

iTransformer can forecast with arbitrary numbers of variates during inference

Similar to Channel Independence

iTransformers can be trained on partial variables and generalize well on unseen variates

Nie et al. A Time Series is Worth 64 Words: Long-term Forecasting with Transformers. ICLR, 2023.

Zero-shot on Variates!



Efficient Training

Based on the Variate Generalization Capability

We proposed an Efficient Training Strategy that trains sampled variates in each batch

Performance remains stable while memory footprints can be cut off significantly

Performance Memory Footprint



Efficiency

• iTransformer exceeds other Transformers in datasets with a small number of variates

• Via Efficient Training, iTransformer shows strength in both Performance/Efficiency 

Ours



Thank You!

liuyong21@mails.tsinghua.edu.cn

Code and datasets are available at https://github.com/thuml/iTransformer

https://github.com/thuml/iTransformer

