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Motivation
• Diffusion models have gained significant interest for their high-quality sample generation.
• However, training diffusion models requires large-scale datasets, which often contain data instances 

with noisy labels.
• Noisy labels leads to condition mismatch and quality degradation of generated data.
• Although the problem of learning with noisy labels has been extensively studied in supervised 

learning, there are only a few studies on generative models.
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Label-Noise Robust Diffusion Models
• We propose a method for training conditional diffusion models with noisy labels.
• We propose a training objective of diffusion models under label noise,

called Transition-aware weighted Denoising Score Matching (TDSM) objective.
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Problem Formulation
• Setup

• Data space             , label space 𝒴𝒴 = 1, … , 𝑐𝑐
• Data instance           , clean label          , noisy label 
• Only have a noisy labeled training dataset                                 

from noisy-label data distribution

• Class-conditional label-noise setting
• The noisy label     is assumed to be independent of the instance     given the clean label    .
• From a generative perspective, it can be expressed as follows:

• Each noisy-label conditional distribution is a mixture of clean-label conditional distribution.
• We define a reverse transition matrix as                     where                                    .

• We will show that despite this instance-independent assumption, instance-dependent information is needed 
to overcome noisy labels in the diffusion model.

Not availableNoisy labeled
training dataset

Label Noise
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Problem Formulation
• Diffusion models (or score-based generative models)

• Sequentially corrupting training data with slowly increasing noise, and then learning to reverse this corruption 
in order to form a generative model of the data.

• The key point is the score function, ∇𝑥𝑥 log𝑝𝑝𝑡𝑡 𝑥𝑥𝑡𝑡 𝑦𝑦 , which is the gradient of the log probability density with 
respect to data.

• Therefore, the diffusion model aims to train the score network to approximate ∇𝑥𝑥 log𝑝𝑝𝑡𝑡 𝑥𝑥𝑡𝑡 𝑦𝑦 through the 
score matching objective function, e.g., denoising score matching (DSM).

Diffusion Models
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• Learning diffusion models from noisy labels 
• If the score network is optimized by the original DSM objective with a noisy label dataset, then the score 

network converges on the noisy-label conditional score.

• To train the score network in the alignment of the clean-label conditional score, we modify the objective 
function to adjust the gradient signal from the score matching.

• We start the adjustment by establishing the relationship between clean- and noisy-label conditional scores.
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Methods Clean- and Noisy-Label Conditional Score
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• Relationship between clean- and noisy-label conditional scores

• The noisy-label conditional score can be expressed as a convex combination of the clean-label conditional 
scores with coefficient 𝑤𝑤.

• 𝑤𝑤 𝑥𝑥𝑡𝑡 , �𝑦𝑦, 𝑦𝑦, 𝑡𝑡 ≥ 0 & ∑𝑦𝑦=1𝑐𝑐 𝑤𝑤 𝑥𝑥𝑡𝑡 , �𝑦𝑦,𝑦𝑦, 𝑡𝑡 = 1.
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Methods Clean- and Noisy-Label Conditional Score

Noisy-label conditional scores Transition-aware weight function Clean-label conditional scores
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• Transition-aware weight function 𝑤𝑤 𝑥𝑥𝑡𝑡 , �𝑦𝑦,𝑦𝑦, 𝑡𝑡

• This function represents instance-wise and time-dependent (reverse) label transitions.
• Training diffusion models with noisy labels poses a significant challenge because we need instance-

dependent label noise information, even under the class-conditional label noise.
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Methods Clean- and Noisy-Label Conditional Score

Contour maps of 𝑤𝑤 𝑥𝑥𝑡𝑡, �𝑌𝑌 = 1,𝑌𝑌 = 1, 𝑡𝑡  in the 2-D Gaussian mixture model at different diffusion timesteps 
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• Transition-aware weighted Denoising Score Matching (TDSM)
• Minimize the distance between the transition-aware weighted sum of conditional score network outputs and 

the perturbed data score.

• Theoretically, the score network trained by TDSM objective converges to the clean-label conditional score.
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Methods Transition-aware Weighted Denoising Score Matching
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• We can estimate the transition-aware weight function 𝑤𝑤 𝑥𝑥𝑡𝑡 , �𝑦𝑦,𝑦𝑦, 𝑡𝑡 using the transition matrix 𝑆𝑆 and 
the time-dependent noisy-label classifier �ℎ𝜙𝜙 𝑥𝑥𝑡𝑡 , 𝑡𝑡 .
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Methods Estimation of Transition-aware Weights
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Experiment Results Analysis on benchmark dataset with synthetic label noise

• Label noise in the diffusion model training degrades the sample quality and causes a class mismatch problem.
• The images generated by our model have better quality with an accurate class representation of the intended 

class than those generated by the baseline model.

Quantitative results with various noise settings Generated images from baseline and our models

(a) DSM (base)

(b) TDSM (ours)
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Experiment Results Analysis on benchmark dataset with annotated label

• Our label-noise robust models consistently outperform the baseline models, indicating that existing benchmark 
datasets may suffer from noisy labels.

• Using the transition-aware weights, we find that the benchmark dataset also contains examples with noisy or 
ambiguous labels.

Quantitative results on the benchmark dataset with annotated label Noisy labels of MNIST, captured 
by transition-aware weights.
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Experiment Results

• The existing classifiers to mitigate the noisy label can be considered as finding the true label after noise filtering.
• By pipelining this noisy label corrector and our TDSM approach, we can find a better noise filtering in terms of 

generation performance.
• Our approach tackles the noisy label problem from a diffusion model learning perspective, providing an 

orthogonal direction compared to conventional noisy label methods.

Combining with the existing noisy label corrector

Quantitative results of combining with the noisy label corrector on the CIFAR-100 under 40% noise
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Thank you!
Paper Code

Contact: byeonghu.na@kaist.ac.kr
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