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Motivation “l

Diffusion models have gained significant interest for their high-quality sample generation.
However, training diffusion models requires large-scale datasets, which often contain data instances

with noisy labels.
Noisy labels leads to condition mismatch and quality degradation of generated data.

Although the problem of learning with noisy labels has been extensively studied in supervised
learning, there are only a few studies on generative models.
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Label-Noise Robust Diffusion Models

We propose a method for training conditional diffusion models with noisy labels.

We propose a training objective of diffusion models under label noise,
called Transition-aware weighted Denoising Score Matching (TDSM) objective.
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Problem Formulation Label Noise

- Setup
Data space X € R?, label space J = {1, ....c}
Data instance x € X, clean label y € ), noisy label § € Y 2 5
Only have a noisy labeled training dataset D = {(x(®, )17, " - . ;
from noisy-label data distribution fqata(X,Y) Noisy labeled Not avalable
training dataset

» Class-conditional label-noise setting

KAIST

The noisy label Y is assumed to be independent of the instance X given the clean label Y.
From a generative perspective, it can be expressed as follows:

f/:gj Zp —y|§~/=y) (X\Y_y, = ZP —y|§7:§)p(X\Y:y)

Each noisy-label conditional distribution is a mixture of clean-label conditional distribution.
We define a reverse transition matrix as .S € [0, 1]°*¢ where S; ; = p(Y = j|Y =1).

We will show that despite this instance-independent assumption, instance-dependent information is needed
to overcome noisy labels in the diffusion model.
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Problem Formulation bpiffusion Models ’ ‘I
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- Diffusion models (or score-based generative models)
+ Sequentially corrupting training data with slowly increasing noise, and then learning to reverse this corruption
in order to form a generative model of the data.
- The key point is the score function, V., log p;(x;|y), which is the gradient of the log probability density with
respect to data.

- Therefore, the diffusion model aims to train the score network to approximate V., log p;(x;|y) through the
score matching objective function, e.g., denoising score matching (DSM).

- 2
['DSM(H;pdata(Xa Y)) = ]Et {)\(t) Ex,ywpdata Extrvpﬂo H ‘SO (Xt7 Y, t)_vxt logpt|0(xt‘xa Y = :l;l) ‘ ‘2} }

———————— dx; = f(x¢, t)dt + g(t)dw; ———————p
< dx; = [f(x¢,t) — g*(t)Vx, log pi(x¢|y)]dt + g(t)
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MethOdS Clean- and Noisy-Label Conditional Score "l

» Learning diffusion models from noisy labels

If the score network is optimized by the original DSM objective with a noisy label dataset, then the score
network converges on the noisy-label conditional score.

Remark. Let 0%, := argming Lpgn(6; ﬁdam~(X, f/)) be the optimal parameters obtained by minimizing the DSM
objective. Then, sgx . (Xt,y,t) = Vx, logpi(x¢|Y = y) for all x¢,y,t.

To train the score network in the alignment of the clean-label conditional score, we modify the objective
function to adjust the gradient signal from the score matching.

We start the adjustment by establishing the relationship between clean- and noisy-label conditional scores.
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Methods ciean- and Noisy-Label Conditional Score

- Relationship between clean- and noisy-label conditional scores

ICIAL INTELLIGENCE LAB
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Noisy-label conditional scores

w(Xt7 ga Y, t)

Transition-aware weight function

where w(x¢,9,y,t) = p(Y = ZJDN/ =9)

_th lngt(Xt|Y = 1)_

| Vi, log pi(x:|Y = c)_

Vi, log pi(x:|Y = y)
Clean-label conditional scores

Dt (Xt|Y=y)

pt(XtD}:’g) — pt(Y = y‘Y =1, Xt)

+ The noisy-label conditional score can be expressed as a convex combination of the clean-label conditional

scores with coefficient w.

W(xt;y;y;t) = 0 &Z;=1W(xt;)~’:y;t) = 1.
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Methods ciean- and Noisy-Label Conditional Score ]
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* Transition-aware weight function w(x;,y,y,t)

~ ~

This function represents instance-wise and time-dependent (reverse) label transitions.

Training diffusion models with noisy labels poses a significant challenge because we need instance-
dependent label noise information, even under the class-conditional label noise.
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Contour maps of w(x,, ¥ = 1,Y = 1,¢) in the 2-D Gaussian mixture model at different diffusion timesteps
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Methods Transition-aware Weighted Denoising Score Matching

 Transition-aware weighted Denoising Score Matching (TDSM)

- Minimize the distance between the transition-aware weighted sum of conditional score network outputs and
the perturbed data score.
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- Theoretically, the score network trained by TDSM objective converges to the clean-label conditional score.

Theorem 3. Let 0%, := argming ETDSM(H;ﬁdam(X,f/)) be the optimal parameters obtained by minimizing
the TDSM objective. Then, under a class-conditional label noise setting with an invertible transition matriz,

S0z, (Xt, Y t) = Vi, log py(x¢|Y = y) for all x4,y,t.
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Methods Estimation of Transition-aware Weights
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- We can estimate the transition-aware weight function w(x;, ¥, y, t) using the transition matrix S and
the time-dependent noisy-label classifier flqb (xg, t).
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Pe(7| x¢) Transition matrix S
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Experiment Results Analysis on benchmark dataset with synthetic label noisé ’ ‘l
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aiplane. Auto. Bird Cat Deer Dog Frog Horse Ship Truck

Symmetric Asymmetric Clean
Metric 20% 40% 20% 40% 0%
DSM TDSM DSM TDSM DSM TDSM DSM TDSM DSM
= | Density (1 8111  84.83 8193 84.55 8423 8527 8447 8471  86.20
& 3| Coverage (1) 8123 8216 8165 8131 8230 8245 8197 8227 8290
Z - | CAS (1 9431 9822 7252 9649 9525 9822 8929 9654  98.55
= £ CW-Density (1) 69.78 8299 5570 80.09 7858 8374 7354 8165  85.79
S | CW-Coverage (1) 7677 8093 7045 7921 7997 8135 7750 80.57  82.09
FID 1) 2.00 2.06 2.07 2.43 202 1.95 223 2.06 1.92
- IS ) 9.91 9.97 9.83 996 10.06 1004 10.09 10.02  10.03
S 3 | Density (1) 100.03 106.13 10094 111.63 100.66 104.15 101.25 105.19 103.08
o Coverage (1 81.13  81.89 8093 8203 8136 8181 81.10 8190  81.90
é CW-FID (L) 1621 126 3045 1592 1197 10.89 1518 1254  10.23
© = | CAS (1 6680 7092 4721 6228 7266 7428 6898 7L51 7774
S | CW-Density (1) 8845 99,52 7302 97.80 96.10 10177 92.13  99.21 102.63
CW-Coverage (1) 77.80 8029 71.63 78.65 7995 8099 7812 7998 8157
FID 1) 296 4.26 3.36 6.85 276 2.64 2.73 2.81 251
I (1228 1229 11.86 1207 1249 1279 1251 1257 1280
S 3 | Density (1) 8301 85.66 81.70 8845 8736 8841 87.06 87.01 87.98
0 Coverage (1) 75.02 7490 7392 7212 77.04 7746 7656 7627  77.63
g CW-FID (L) 7991 7871 10004 9324 7539 69.83 89.13 7313  66.97
O 2| CAS (1) 2549 2854 1541 2117 3331 3733 2350 3447  39.50
S | CW-Density (1) 6647  70.62 4977  60.60 7214 7892 6027 7430 8258
CW-Coverage (1) 70.11  70.77 60.64 63.89  71.08 7401 64.19 7148  75.78 (b) TDSM (ours)
Quantitative results with various noise settings Generated images from baseline and our models

+ Label noise in the diffusion model training degrades the sample quality and causes a class mismatch problem.

- The images generated by our model have better quality with an accurate class representation of the intended
class than those generated by the baseline model.
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Experiment Results Analysis on benchmark dataset with annotated label "l

Metr MNIST CIFAR-10 CIFAR-100
etric

DSM TDSM DSM TDSM DSM TDSM
FID () - - 1.92 1.91 2.51 2.67
IS (1) - 10.03 10.10 12.80 12.85

Density (7) 86.20 88.08 103.08 104.35 87.98 90.04
Coverage (1) 8290 83.69 8190 82.07 77.63 78.28

8—7 5—3 B8—1 T—2 3-8

Quantitative results on the benchmark dataset with annotated label Noisy labels of MNIST, captured
by transition-aware weights.

Our label-noise robust models consistently outperform the baseline models, indicating that existing benchmark
datasets may suffer from noisy labels.

Using the transition-aware weights, we find that the benchmark dataset also contains examples with noisy or
ambiguous labels.
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Experiment Results combining with the existing noisy label corrector ’ ‘l
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) Symmetric Asymmetric

Metric
DSM TDSM DSM TDSM
FID ()  2.54 2.84 4.00 341
= | IS (ty 1280 1294 12.51 12.83
= | Density () 87.28 90.20 83.65 88.10
Coverage Mt 7744 77.63 7594 77.57
CW-FID () 6752 6733 7893 76.62
2 | CAS (T 42,15 4239 39.60 39.72
S | CW-Density (1) 82.04 8544 76.04 81.69
CW-Coverage (1) 7520 75.61 70.39 71.62

Quantitative results of combining with the noisy label corrector on the CIFAR-100 under 40% noise

+ The existing classifiers to mitigate the noisy label can be considered as finding the true label after noise filtering.
By pipelining this noisy label corrector and our TDSM approach, we can find a better noise filtering in terms of

generation performance.

» Our approach tackles the noisy label problem from a diffusion model learning perspective, providing an
orthogonal direction compared to conventional noisy label methods.
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