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Overview

 Preliminaries

 Neural Collapse (NC): A recently discovered pheno-

menon that at the terminal phase of training, the last-layer

features of the same class will collapse into a single vertex,

and the vertices of all classes will be aligned with their

classifier prototypes and be formed as a simplex equi-

angular tight frame (ETF)

 Motivation

How does the collapse between class means and 

class weight vectors occur in the fixed classifier 

when their shape is not a simplex ETF?


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Overview

 Research Problem

 When the LPM with a fixed classifier which shape is

non-simplex ETF, NC cannot explain the collapse

phenomenon of it.

 Solution

 Non-negativity and Orthogonality

: These two additional constraints in the LPM, it can 

achieve the global optimality even in inducing the max-

margin decision

 Fixed Non-negative Orthogonal Classifier

 Zero-mean Neural Collapse (ZNC)

: when the LPM with a fixed non-negativity orthogonal 

classifier achieves the global optimality, it satisfies a 

different collapse properties.

 To explain it, we propose a zero-mean neural 

collapse
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Proposed Method: Fixed Non-negative Orthogonal Classifier

Definition 1 (Non-negative Orthogonal Classifier). A non-negative orthogonal classifier has a partial

orthogonal weight matrix 𝐐 ∈ ℝ≥0
𝐷×𝐾, which satisfies below properties:

𝐐⊺𝐐 = 𝑰𝐾 , 𝑠. 𝑡. 𝑄𝑖,𝑗 ≥ 0, ∀1 ≤ 𝑖 ≤ 𝐷, ∀1 ≤ 𝑗 ≤ 𝐾,

where 𝑰𝑛 ∈ ℝ𝑛×𝑛 is the identity matrix and 𝑄𝑖,𝑗 is the (i, j) element of 𝐐

* The properties of Zero-mean Neural Collapse

: The only difference with NC is that class means are 

centered to the origin, not their global mean, as still 

satisfying the properties of neural collapse 
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Feature Dimension Separation

 FNO classifier invokes feature dimension separation (FDS), which reduces the interference between 

class weight vectors

 FDS is useful in continual learning and imbalanced learning !

Definition 2 (Feature Dimension Separation). Let 𝒒𝑘 = {𝑞𝑗}1≤𝑗≤𝐷 the k-th class weight vector in the fixed

non-negative orthogonal classifier and 𝕁𝑘 = 𝑗 𝑞𝑗 > 0, 1 ≤ 𝑗 ≤ 𝐷} an index set of 𝒒𝑘 where 𝑞𝑗 is not zero.

Then, as the definition of FNO classifier, any index set of class weight vectors has disjoint to any other

class weight vector and we call this phenomenon as feature dimension separation, i.e.,

𝕁𝑘 ∩ 𝕁𝑘′ = ∅, ∀𝑘 ≠ 𝑘′,

which means that the features’ elements used for deciding the confidence to any class lose their utility to

any other classes.
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Enhancement of Masked Softmax in Continual Learning

Definition 3 (Masked Softmax). To remove the class-wise interference of specific

classes in softmax, the masked softmax multiplies a negative infinity mask 𝑴(−∞)

to output vectors. When getting rid of k-th class’s interference from i-th input

sample, k-th element of the output vector is multiplied by negative infinity values,

i.e.,

𝑴𝑖
(−∞)

= (𝑚𝑗)1≤𝑗≤𝐾

𝐩 = Softmax 𝑴𝑖
−∞

⨀ 𝐖⊺𝐡 + 𝐛 ,

where 𝑚𝑗 = −∞ if 𝑗 = 𝑘 otherwise 1 and ⨀ means the Hadamard product.
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Arc-mixup with Feature Masking in Imbalanced Learning

Definition 4 (Arc-mixup). Arc-mixup is an interpolation-based method

when all last-layer features and class weight vectors are located on the

same hypersphere, while keeping the scale of mixed class weight vector

ෝ𝐪, i.e.,

ෝ𝒙 = 𝜆 ∙ 𝒙𝑖 + 1 − 𝜆2 ∙ 𝒙𝑗

ෝ𝐪 = 𝜆 ∙ 𝒒𝑖 + 1 − 𝜆2 ∙ 𝒒𝑗
ℒ𝑐𝑙𝑠 ෝ𝒙, ෝ𝐪 = − log ෝ𝐪⊺መ𝐡

and መ𝐡 is the last-layer feature of ෝ𝒙. This means that ෝ𝐪 is still located on

the hypersphere
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Experimental Results

In classification results for standard CL bench-marks, our method demonstrated superior performance in all

class-incremental learning settings (Max: +5.23 in S-TinyImageNet with buffer size 200)
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Experimental Results

In imbalanced learning on CIFAR10/100-LT, ImageNet-LT and Places-LT, our method performed better 

than other methods (Max: +9.90 in Places-LT)
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Conclusion

 Contributions

• Zero-mean Neural Collapse

: we propose a zero-mean neural collapse to analyze the collapse phenomenon in training 

classification model with the fixed classifier

• Fixed Non-negative Orthogonal Classifier

: we propose a fixed non-negative orthogonal classifier and prove its theoretical benefits in orthogonal 

layer-peeled model with the zero-mean neural collapse

• Benefits of Feature Dimension Separation

: we demonstrate the impacts of the proposed methods with masked softmax in continual learning 

and arc-mixup in imbalanced learning
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