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Motivation
Gradient Projection Method

Theoretical 
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Theoretical Support?

Drawbacks:

(1) Only applicable for CNN architecture 

(2) Inference needs task ID

Provide task ID

Prompt Tuning & Key-Query Mechanism
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Proposition

From the perspective that the old inputs from previous tasks have the same outputs after learning a new task:

where xt denotes the feature embeddings from old task t, pt and pt+1 denote the prompts trained at task t and t+1.

The ideal condition of anti-forgetting in prompt-tuning continual learning method！
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Deduction

(1) From the perspective of self-attention mechanism, we have:

Wq and Wk, the weights of visual encoder, are frozen and unchanged during training.

constant

Changed part during training

Old input with new prompt 

(2) Similarly, we have:

Old input with old prompt



Prompt Gradient Projection For Continual Learning
Jingyang Qiao*, Zhizhong Zhang*, Xin Tan, Chengwei Chen, Yanyun Qu, Yong Peng, Yuan Xie ICLR 2024

Deduction

(3) In order to achieve Eq.(2), the corresponding item should be equal:

we divide pt+1 into pt and ∆p, where ∆p is the gradient of prompts when training task t+1.

(4) For the first term, we have:

Here we ignore the high-order infinitesimal term of ∆p∆pT 

Thus, if we have:

Then, we have:



Thus, if we have:
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Deduction

(5) In the same way, the second condition can be transformed to:

Then, we have:

(6) In summary, with the satisfied the following equations, we can achieve Eq.(2), the proposition. 

Most important euations ! 
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Method

Proof.

(1)

(2)

(3)

(4)

Realize the most important equatioins



Prompt Gradient Projection For Continual Learning
Jingyang Qiao*, Zhizhong Zhang*, Xin Tan, Chengwei Chen, Yanyun Qu, Yong Peng, Yuan Xie ICLR 2024

Experiment Settings
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Experiment Settings
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Experiment Results - Class Incremental Learning (ViT)
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Experiment Results - Class Incremental Learning (distinct pre-trained ViTs)
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Experiment Results - Class/Task Incremental Learning (CLIP)
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Experiment Results - Online Class Incremental Learning
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