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Sequential nature of RNN

• The next state depends on the previous states: can’t be parallelized
𝑥𝑡+1 = 𝑓 𝑥𝑡

• Sequential models are slow in GPU/TPU
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𝑥0 𝑓(⋅) 𝑥1 𝑓(⋅) 𝑥2 … 𝑥𝑡−1 𝑓(⋅) 𝑥𝑡



Many says RNN is not parallelizable
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Vaswani et al., Attention is all you need, 2017



Many says RNN is not parallelizable
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Orvieto et al., Resurrecting Recurrent Neural Networks for Long Sequences, 2023



Simplest parallel algorithm for sequence:
Multi-shoot algorithm with Picard iteration
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𝑥0

𝑥1 = 𝑓 𝑥0

𝑥2 = 𝑓 𝑥1

𝑥3 = 𝑓 𝑥2

Sequential

(non-parallelizable)

𝑥0
𝑥1

𝑥2
𝑥3

𝑓(𝑥0)
𝑓(𝑥1)

𝑓(𝑥2)

Multi-shoot

(parallelizable)

Multi-shoot algorithm:

1. Get some initial guess of 𝑥𝑖
(0)

2. Evaluate the function 𝑓(𝑥𝑖) (parallelizable)

3. Update the value of 𝑥𝑖

𝑥𝑖
𝑘+1

← 𝑓 𝑥𝑖−1
𝑘

4. repeat step #2 until 𝑥𝑖+1 = 𝑓 𝑥𝑖

Simplest update algorithm (Picard iteration):

𝑥𝑖
𝑘+1

← 𝑓 𝑥𝑖−1
𝑘

Picard iteration is really bad: rarely converge

Alternative: Newton’s method



Newton’s method for root finder

• Finding 𝑥 so that 𝑓 𝑥 = 0

• For 1-dimension, iterate:

𝑥(𝑘+1) ← 𝑥(𝑘) −
𝑓 𝑥(𝑘)

𝑓′ 𝑥(𝑘)

• Faster and more robust convergence than 
Picard iteration
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RNN + Newton’s iteration: DEER

• Completely parallelizable in GPU

• Details in our paper:

• https://arxiv.org/abs/2309.12252
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RNN

𝑥𝑡+1 = 𝑓(𝑥𝑡)
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Results: speed up
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Up to 1000x faster



Results: output comparison

9



Results: usage in NeuralODE & RNN training
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Training up to 11x and 22x faster

with DEER

NeuralODE

RNN



Conclusion:
RNN is parallelizable!
Curious? See https://arxiv.org/abs/2309.12252
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