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➢ Over-multitudinous conceptual knowledge:  The knowledge contained by PLMs 

exhibits inherent polysemy.

➢ Domain-irrelevant knowledge may interfere with the inference on downstream tasks, 

especially for few-shot datasets.
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A Long-Standing Challenge 
ReasonThe limited and discrete semantic information contained in the training samples 

from downstream domains can barely support the conventional trainable prompts to 

acquire sufficient supervision, such that the guidance of the generated prompts is 

trivial to PLMs. Especially, such a challenge further exacerbates the performance of 

PLMs in few-shot scenarios.
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Motivation: We intuitively explore to approximate the complete training domains on 

downstream tasks in a debiased manner, and then abstract such domains to generate 

discriminative prompts, thereby providing the de-ambiguous guidance for PLMs.
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➢ GMM:  The Gaussian Mixture Model (GMM) is constructed to fit the sample distribution.

➢ SVGD: The distribution approximation is achieved by using Stein Variational Gradient 

Descent (SVGD), which is a general-purpose Bayesian inference algorithm.

➢ Debiased Domain Abstraction: Abstracting a feature that can well describe the actual 

downstream domain based on the debiased factual distribution.
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F1 scores (%) of prompt-tuning models with different settings

➢ ∆(B-K) denotes the comparison between BayesPrompt and KnowPrompt, and ∆(B-R) 

denotes the comparison between BayesPrompt and RetrievalRE.

➢ On average, BayesPrompt beats KnowPrompt by 3.24% among benchmark datasets. 

For RetrievalRE, BayesPrompt achieves an average improvement of 1.29% among 

benchmark datasets.
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Standard RE performance of F1 scores (%) on benchmarks



Experiments
Ablation Study

9

Discriminative Prompts

[GMM vs. Gaussian]

Distribution Assumption

[W/ vs. W/O]



Theoretical Insights

10

➢ The gap between prompting problem and domain adaptation

Domain Adaptation

The “domain adaptation” is learning 

from a source data distribution a well-

performing model on a different (but 

related) target data distribution

BayesPrompt

BayesPrompt aims to fit the distribution 

of a few-shot domain, but it is not going 

to align the distributions of the target 

few-shot domain and the domain of PLMs.

➢ Do the theoretical assumptions on a shared label space from domain 

adaptation hold in prompt- tuning?

In the prompt-tuning scenario, the downstream domain can be treated as the target 

domain, and the specific subset of the PLM domain can be treated as the source domain, 

i.e., the domain distribution alignment is performed between the specific subset of the 

PLM domain and the downstream domain, which have the shared labels. However, the 

downstream domain can be bounded by the discrete data, but the specific subset of the 

PLM domain cannot be certainly determined, such that conventional domain adaptation 

methods cannot be directly leveraged to achieve our objective.

Theoretical Insights With Connection To Domain Adaptation  
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Theoretical Validity of BayesPrompt  

Compared with benchmark approaches, BayesPrompt derives the tighter classification 

error upper bound on the downstream inference of PLMs.
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