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Open-Vocabulary Dense Prediction

• Detect / Segment any object categories described by text
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CLIP Image and Dense Representation

• Image Recognition by CLIP Image Representation
• Pretrained on large-scale image-text pairs
• Strong zero-shot image recognition ability
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CLIP Image and Dense Representation

• Image Recognition by CLIP Image Representation
• Pretrained on large-scale image-text pairs
• Strong zero-shot image recognition ability
• The ViT-based variants exhibit superiority
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CLIP Image and Dense Representation

• Region Recognition
a) Crop the regions and classify the image crops using CLIP image 

representation
b) Extract region features from the dense feature map of the whole image 
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CLIP Image and Dense Representation

• Region Recognition
a) Crop the regions and classify the image crops using CLIP image 

representation
b) Extract region features from the dense feature map of the whole image 
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CLIP Image and Dense Representation

• Region Recognition
• The dense features of CNN-base models exhibit strong zero-shot ability for 

region recognition, even outperform image representations
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CLIP Image and Dense Representation

• Region Recognition
• The dense features of CNN-base models exhibit strong zero-shot ability for 

region recognition, even outperform image representations
• The dense features of CLIP ViTs exhibit poor region recognition ability, while 

using image crops achieves satisfactory results
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CLIP Image and Dense Representation

• Region Recognition
• The K-Means results of feature map also illustrate that the CNN-based model 

better preserve the locality of image features
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CLIP Image and Dense Representation

• Region Recognition
• A more comprehensive comparison between CLIP ViTs’ Image 

Representation and Dense Representation
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CLIPSelf

• Motivation: Enhancing the CLIP ViTs’ dense representation
1. The CLIP ViTs have exhibit powerful image representation, and they can 

effectively recognize the image crops of the object regions.
2. How can we adapt the image-level recognition ability to CLIP ViTs’ dense 

representation? 
Region Classification on COCO

mAcc

73.1

ViT-L/14

a) Image Crop

66.2

RN50×64

b) Dense Feature

56.7

ViT-L/14

66.9

RN50×64



CLIPSelf

• CLIPSelf: a self-distillation approach
• The image representation of the cropped regions acts as the teacher
• The region representation extracted from the dense feature map act 

as the student

Region Classification on COCO

mAcc

73.1

ViT-L/14

a) Image Crop

66.2

RN50×64

b) Dense Feature

56.7

ViT-L/14

66.9

RN50×64

Teach

IE

Dense Feature

IE

Pooling

Teacher EmbeddingsTeacher

Student

Student EmbeddingsInitialize

Image

Image Patches

𝑀𝑀,𝑁𝑁 ∈
[1,2,3,4,5,6]

Sample
𝑀𝑀 = 2
𝑁𝑁 = 3

Maximize Cosine Similarity



Outline

• Open-Vocabulary Dense Prediction
• CLIP Image and Dense Representation
• CLIPSelf
• Experiments
• Visualization & Analysis



Experiments

• Quantitative results on region recognition
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• Quantitative results on open-vocabulary dense prediction tasks
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Visualization & Analysis

• K-Means visualization of the enhanced dense representation



Visualization & Analysis

• Qualitative results on dense prediction tasks



Visualization & Analysis

• Qualitative results on dense prediction tasks



Thank You!
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