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ReLoRA: Use PEFT for pre-training, 

not just for fine-tuning
BACKGROUND: Parameter-efficient 

fine-tuning (PEFT) methods have democratized 

large model fine-tuning by reducing memory 

and compute requirements. Can we apply them 

for pre-training as well and pre-train language 

models much cheaper while keeping the 

performance? 

METHOD

1. LoRA all linear layers

2. Merge + reset LoRA every ~5K iters

3. Prune 95% optimizer state every reset

4. Re-warmup learning rate every reset

RESULTS

• ReLoRA performs a high-rank update 

through a sequence of low-rank updates

• ReLoRA is the first PEFT method that 

achieves similar performance to full-rank 

training at scale

• This allows to use ReLoRA during 

pre-training and achieve the following 

speedups @1B

ReLoRA:
High-Rank Training Through 
Low-Rank updates
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Pre-training Ablations (perplexity)

Downstream performance  of 350M models 
pre-trained in this study

Singular values spectra of the weight 
difference between ReLoRA and LoRA at 
5,000 iterations (warm start) and 20,000 
iterations

Jagged Scheduler example
(re-warmups are exaggerated)

Number of singular values >0.1 in learned update
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