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How many examples do we need to learn a concept?
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How many examples do we need from each cluster?
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Density-based pruning: Method summary

1. Deduplicate LAION / DataComp.

2. Calculate image embeddings with a pretrainer encoder.

3. Cluster the embeddings with kmeans.

4. Calculate dintra and dinter for each cluster.

5. Calculate the number of examples per cluster Nj.

6. Keep the furthest Nj samples from each cluster centroid.



Results on DataComp Medium

Task: Train a CLIP model on 128M examples seen.



Results on LAION-400M



Key message: Taking the complexity of different concepts
into account when designing pruning methods can
reduce redundancy and improve training efficiency.

Path forward: Combine different pruning techniques.



Thank you for your attention .

Meet me at my poster!


