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Motivation

* When deep learning models are deployed to the real world,

they are likely to face low-quality inputs at inference (e.qg.,
low-resolution or natural input variations)

* The use of such low-quality inputs significantly degrades
the performance of visual recognition models.
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Figure 1: Comparing train data and real-world data.
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Figure 2: Performance degradation in ImageNet-1k and ImageNet-C/P (Fo%).



Related Works

* Fourier Neural Operators (FNOs) which achieve remarkable
performance in solving PDEs, are mathematically defined
under the infinite-dimensional continuous space regime and
for this reason, they can process various resolutions of the
continuous space without model change.

* For efficiency, FNOs restrict the size of the learnable
parameter Ry by using an ideal low-pass filter ¢.
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Figure 3: Fourier Neural Operators.
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All-Component-FNO (AC-FNO) Block

In the case of images, high-frequency information sometimes plays an important role in image classification,
especially when detailed information’is_required (type of bird, type of car, etc). To this end, we propose an
AC-FNO block without any band pass filters.

AC-FNO blocks use all frequency components and rely on Zero-padding and Interpolation to construct the
images for the target resolution.

F is a Fourier transform that transforms the hidden vector into the frequency domain, y a zero-padding, Ry
is a learnable filter, ¢ is an interpolation and W is a 1x1 convolutional operation.
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(b) Parallel Configuration of AC-FNO Blocks

To increase the capacity to learn various types of input variations, we propose to configure AC-FNO blocks
in a parallel structure.

-

There are n x m AC-FNO blocks, where n is the number of stages and m is the number of parallel AC-FNO
blocks in a stage.
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Two-stage Learning Algorithm

« First stage: We jointly train the PAC-FNO and the pre-trained backbone model together using only the
target resolution for which the backbone model was trained.

« Second stage: We fine-tune the well-harmonized model with images in low resolution to generate a
unified hidden space for all resolutions. In this stage, the backbone model is frozen.



Experiments

Table 1: Performance of PAC-FNO on the low-resolution tasks using ImageNet-1k

Model Method Resolution Model

28 32 56 64 112 128 224 299

Mecthod Resolution

28 32 56 64 112 128 224299

Resize 16.722.145.750.563.765.569.8 -
Fine-tune 1.012.1510.216.334.550.665.0 -
Ll - . - \ VA - AR -

DRPN 316 - 556 - 675 - 698 - ViTBI6
FNO 40.245259.161567.668570.1 -
UNO 39.945.358.961.367.168.169.4 -
A-FNO 43.349.560.262.566.967.5685 -

ResNet-18

Resize 41.647.466.068.976.8 78.1 81.1
Finc-tunc 39.848.566.6 69.6 77.3 78 4 81.1

DRLN 3.75 42.0 77.0 811
DRPN 522 73.0 80.0 811

UNO  43.750.667.970377.978.8 80.2
A-FNO 54.959.572.374.178.378979.5
PAC-FNO 46.652.1 69.071.677.7 78.6 79.6

PAC-FNO 42.747.7 60.562.8 68.3 69.170.2 -

Resize 16.722.048.653969571.8 - 773
Fine-tune 39.647.263.769.872.9733 - 775

" N g R 0. v . ) B of
Inception-V3  y1NG  42248.165.468074.7755 - 773

A-FNO 33.439.659.662.771.072.1 - 749
PAC-FNO 49.354.968.870.776.176.9 - 784

ConvNeXt-Tiny NO

Resize 27.534.560.764.975.077.382.5
Finc-tune 40.262.365.8 76.0 76.4 80.7 81.8

DRLN (.30 25¢1 718 825
DRPN 40.7 68.2 79.4 82.5
42.848.967.469876.577479.2
UNO 58.662.973.775.579.1 79.7 80.6
A-FNO 48.353.568.170.575.976.678.1
PAC-FNO 58.9 63.274.5 76.2 80.2 80.7 8 1.5

Table 2: Performance of PAC-FNO on low-resolution tasks using fine-grained

datasets and input variation tasks

Dataset Method Resolution

28 32 56 64 112 128 224

Resolution
24 32 54 64 112 128 224

Variation Method

Resize 29.436.470.177.089.991.2 93.7
Fine-tune 32.641.173.279.391.091.5 93.8

DRLN 337 - 368 - 88.1 - 937

Oxford-IIIT Pets DRPN 415 - 842 - 926 - 937

FNO  19.154.060.670.286.790.4 91.4
UNO 11.115.743.250.580.1 83.8 90.3
A-FNO 27.033.363.570.285.286.9 89.1
PAC-FNO 73.477.386.0 87.6 90.591.1 91.7

Resize 39.547.675.380.392.193.7 959
Fine-tune 44.351.1 78.8 81.992.594.0 95.9

DRPN 645 - 890 - 950 - 959
2.0 J.. D). RA N . X

UNO  23230264.571.790.892.6 96.1
A-FNO 26.8 33.663.770.086.2 88.8 91.9
PAC-FNO 74.1 78.0 87.6 89.3 93.6 94.2 94.4

Flowers

Resize 8.21 10.8 27.2 31.948.552.358.4
Fine-tune 23.228.2 47.5 51.4 61.0 62.2 63.0
DRLN 0.6 - 654 - 335 - 584
DRPN 0.67 - 099 - 132 - 584
FNO  14.4 18.6 38.9 43.556.6 58.4 60.3
UNO  24.629.7 46.8 49.559.2 60.4 59.0
A-FNO 11.014.9 33.4 38.351.953.653.3
PAC-FNO 25.4 30.4 48.2 51.7 60.1 61.4 62.8

Fog

Resize 22.028.2 52.7 56.867.869.973.5
Fine-tune 42.848.9 65.8 68.1 73.574.475.7
DRLN 6.64 - 3571 - 56.1 - 584
DRPN 3.09 - 1.08 - 801 - 584
FNO  34940.7 59.4 62.670.071.373.1
UNO 50.855.6 66.7 67.971.472.172.8
A-FNO 37.643.2 59.4 62.568.8 69.8 70.0
PAC-FNO 51.9 56.5 68.2 69.8 73.474.1 74.7

Brightness

Resize: Resize is a method that directly feeds the resized images to a pre-trained classification model using interpolation
Fine-tune: Fine-tune is a method of fine-tuning the pre-trained classification model with the resized images.
DRLN and DRPN: These two models are representative models capable of up to 8 times super-resolution (SR). With SR models,
low-resolution images are upscaled to the target resolution and fed into a pre-trained model.
FNO, UNO, A-FNO: These three models are Fourier neural operator models. These models are most similar to our PAC-FNO and

are trained by our proposed training method for fair comparison.
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Figure 3: Benefit of parallel structure.
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Figure 4: Comparison of spectral responses according to
the configuration of the AC-FNO block



Results

* We proposed parallel-structured and all-component Fourier neural
operators (PAC-FNOs) for visual recognition under low-quality images.

* To this end, we design i) an AC-FNO and ii) a parallel configuration of
AC-FNO blocks and also propose a two-stage training algorithm.

 As a result, PAC-FNO provides two advantages over existing methods:
(i) It can handle both low-resolution and input variations typically
observed in low-quality images with a single model; (i) One can attach
PAC-FNO to any visual recognition model and fine-tune it.

* In the evaluation with four visual recognition models and seven
datasets, we show that PAC-FNO achieves high accuracy for various
resolutions and input variations.
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