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Goal: LLM capable of CXR understanding and generation



Background



Multimodal Large Language Models
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[1] OpenAI, GPT-4 Technical Report.



Medical Vision-Language Alignment
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[1] Monday et al., “COVID-19 Diagnosis from Chest X-ray Images Using a Robust Multi-Resolution Analysis Siamese Neural Network with 
      Super-Resolution Convolutional Neural Network”, Diagnostics 2022.
[2] ImageNet Large Scale Visual Recognition Challenge, 2015.
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Previous work: Existing Approaches to CXR-understanding LLMs

• RadFM[1]

▪ Images encoded through perceiver module (≈Flamingo[2])

• ELIXR[3] / XrayGPT[4]

▪ Images encoded through Q-former module (≈BLIP-2[5])
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[1] Wu et al., “Towards generalist Foundation Model for Radiology by Leveraging Web-scale 2D&3D Data”, 2023.
[2] Alayrac et al., “Flamingo: a visual language model for few-shot learning”, NeurIPS 2022.
[3] Xu et al, “ELIXR: Towards a general purpose X-ray artificial intelligence system through alignment of large language models and radiolo
      gy vision encoders”, 2023.
[4] Thawakar et al, “XrayGPT: Chest radiographs summarization using medical vision-language models”, 2023.
[5] Li et al, “BLIP-2: bootstrapping language-image pre-training with frozen image encoders and large language models”, 2023.



Previous work: Multimodal Transformers (Non-LLM)

• Images to token embedding space using a frozen VQ-GAN

(VQ-VAE).

• Sequences of text and image tokens can be generated 

using an autoregressive transformer decoder
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However, these models need to be trained from scratch with 

both image and text modalities from the beginning.



Our Contribution

• Proposal of a method for fine-tuning a pre-trained LLM using images tokenized with a 

VQ-GAN to achieve a well-aligned bidirectional multimodal LLM.

▪ We leverage the instruction-following capabilities of a pre-trained LLM.

▪ Give it diverse instructions for CXR image understanding and generation so that the instruction-

tuning process achieves vision-language alignment.

▪ We show that with our approach, we can train a bidirectional multimodal LLM that has better 

vision-language alignment than previous approaches while using a smaller base LLM.
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Methods



Tokenization of CXR Images

• Images are tokenized using a VQ-GAN encoder (decoded back to images using the 

corresponding decoder).

• Addition of clinical information preserving loss during VQ-GAN training.

▪ 1024-dimensional feature L2 reconstruction loss extracted from a pretrained chest X-ray classifier.
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Synthetic Visual Question-Answering (VQA) Dataset

• Text radiology reports turned into visual question-answer sets using LLaMa2-13b.
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Image-Text Bidirectional Instruction Fine-tuning

• Using the instruction-finetuning scheme used by the Alpaca model family.
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Natural Language 
Instruction

Report-to-CXR
Generation

CXR-to-Report
Generation

Visual Question-Answering

###Instruction:

Please summarize 

what LinkedIn does.

Input:

LinkedIn is a 

business and 

employment …

### Response:

LinkedIn is a 

social platform 

that businesses…

### Instruction:

Generate a CXR 

image that 

corresponds to the 

following report.

Input:

Bilateral pulmonary 

opacities.

### Response:

<VQ032, VQ015, … 

VQ054, VQ032>

### Instruction:

Generate a 

radiology report 

for the entered CXR 

image.

Input:

<VQ071, VQ056, …, 

VQ122, VQ002>

### Response:

No acute 

cardiopulmonary 

process.

### Instruction:

What is the size of 

the bilateral 

pleural effusions 

in the image?

Input:

<VQ121, VQ070, …, 

VQ005, VQ428>

### Response:

Bilateral pleural 

effusions are 

moderate to large.



Training

• Training objective

▪ Loss applied only to tokens after the Response key:

• Two-stage Training

▪ First stage: Unfiltered high-volume data.

▪ Second stage: Filtered high-quality data.
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Results



CXR-to-Report (Qualitative)
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Report-to-CXR (Qualitative)

16



VQA
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CXR-to-Report (Quantitative)
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Report-to-CXR (Quantitative)
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Thank You

Paper: https://arxiv.org/pdf/2305.11490

Code: https://github.com/hyn2028/llm-cxr
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