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Problem:  Can we improve 
chain-of-thought prompting (CoT) for 
solving reasoning tasks?

Our inspiration:  Analogical reasoning 
— to solve new problems, humans draw 
from relevant past experiences (Polya 
2004)

Our method: Analogical prompting 
● Prompt language models to first 

self-generate relevant exemplars or 
knowledge in the context, and then 
solve the given problem

Results:
● Analogical prompting 

outperforms 0-shot CoT and 
manual few-shot CoT


