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A dog image 𝑥! with 
𝑌!={Husky, Malamute, Samoyed}

Source: https://iclr.cc/media/iclr-2022/Slides/6038.pdf            

Necessity of composite label learning and prediction
Motivation

This is a 
Husky ? This also looks like a 

Malamute
It also could be a 

Samoyed

Q: What the dog it is?
I cannot tell which one it is. 

● A doctor making a high-stakes medical decision
● True diagnose ∈ {Normal, Concussion, Cancer}
● Prob[true diagnose ∈ {Normal, Concussion}] > Prob[true diagnose ∈ {Cancer}]

X-ray of someone’s brain

Challenge:
How to quantify predictive uncertainty in the presence of 
composite set labels in the training set?

https://iclr.cc/media/iclr-2022/Slides/6038.pdf
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Hyper Evidential Neural Networks (HENN)
Our Approach
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Class-level Evidence:
v Singleton classes
v Composite classes

{cat}

{pig}
{dog}

∅

4

{cat, dog}

{cat}
{pig}
{dog}
{cat, dog}

{dog, pig} 1

{dog, pig}

Training set:

{cat} {pig} {dog} {cat, dog} {dog, pig}

We propose a novel HENN designed to 
predict hyper-opinions and 

quantify predictive classification uncertainty 
caused by composite class labels. 
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Our Approach

Inference process of HENN
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Introduce Vagueness

This framework can identify 
either a singleton class or a composite set 

with the highest belief, and it can 
predict the singleton class with the greatest projected class probability. 
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Model Training
Our Approach
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Hyper 
Evidential    

Neural Network
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Evidence for each class

Expected cost KL regularizer

GDD(𝐩 ! ; 𝜶, 𝒄): Grouped Dirichlet Distribution𝑥(!)

{2, 3}

.𝑦$ = 1, 0, 0

.𝑦% = [0, 1, 1]

.𝑦& = [1, 0, 0]

.𝑦' = [0, 1, 0]

.𝑦( = [0, 1, 1]
…
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Backbone EfficientNet-b3

Results

Set prediction
Singleton prediction

Key observations:  (similar results observed in other backbones, such as ResNet and VGG-16)
• HENN outperforms other baselines in terms of accuracy for singleton prediction.
• HENN outperforms other baselines in terms of OverJS and CompJS for set prediction.

Jaccard Similarity (JS) 
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ROC curves on CIFAR100 and tinyImageNet

Results

● Vagueness (HENN)

● Vacuity (ENN)

● Dissonance (ENN)

● Entropy (DNN)

Key observations:  (similar results observed in other datasets, such as living17 and nonliving26)
• Vagueness from HENN is the best indicator to distinguish singleton examples and composite 

examples compared to other common uncertainties. 
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Thank you
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