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Introduction

• What is “noisy label”?
• While collecting data, getting high quality annotation can be difficult and expensive => Noisy label

• How to train the model robustly to the noisy label matters.

• Example. All below images are labeled as “Cat”

Annotation = cat
True label = cat

(Clean)

Annotation = cat
True label = dog

(Wrong)
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Introduction

• What is “noisy label”?
• While collecting data, getting high quality annotation can be difficult and expensive => Noisy label

• How to train the model robustly to the noisy label matters.

• Solutions:
• Sample selection: filter (or remove) noisy sample

• Label correction: change (or cleanse) noisy label

• Robust loss modeling: a classifier will converge to the same optimal point with/without noisy label

• Transition matrix modeling

• …
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Introduction

• Solutions:
• Sample selection: filter (or remove) noisy sample

• Label correction: change (or cleanse) noisy label

• Robust loss modeling: a classifier will converge to the same optimal point with/without noisy label

• Transition matrix modeling

• …

• What is “Transition matrix”?

• Definition: The flipping probability of a clean label 𝑌𝑌 to noisy label �𝑌𝑌

• Problem: We don’t know what 𝑻𝑻 is.

• Previous methods have focused on how to estimate 𝑻𝑻 well. 

𝑝𝑝 �𝑌𝑌 𝑥𝑥 = 𝑻𝑻𝑝𝑝(𝑌𝑌|𝑥𝑥) with 𝑇𝑇𝑗𝑗𝑗𝑗 = 𝑝𝑝 �𝑌𝑌 = 𝑗𝑗 𝑌𝑌 = 𝑘𝑘, 𝑥𝑥 ∀𝑗𝑗, 𝑘𝑘 = 1, … ,𝐶𝐶
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Transition matrix for learning with noisy label

• How to utilize the transition matrix is also important

1. Forward

• Empirically, the classifier trained with forward loss can be different from true classifier

2. Backward

• Unstable performance

3. Reweighting

• The true weight 
𝑷𝑷 𝒚𝒚 𝒙𝒙
𝑻𝑻𝑷𝑷 𝒚𝒚 𝒙𝒙 is still inaccessible

• 𝑳𝑳: Cross entropy

• 𝒇𝒇: Model (Classifier), �𝒚𝒚: (Sampled) noisy label. Noisy label data

𝑝𝑝 �𝑌𝑌 𝑥𝑥 = 𝑻𝑻𝑝𝑝(𝑌𝑌|𝑥𝑥) if 𝑇𝑇𝑗𝑗𝑗𝑗 = 𝑝𝑝 �𝑌𝑌 = 𝑗𝑗 𝑌𝑌 = 𝑘𝑘, 𝑥𝑥 ∀𝑗𝑗, 𝑘𝑘 = 1, … ,𝐶𝐶

𝑻𝑻−𝟏𝟏𝑳𝑳(𝒇𝒇 𝒙𝒙 , �𝒚𝒚)T−1𝑃𝑃 �𝑦𝑦 𝑥𝑥 = 𝑃𝑃(𝑦𝑦|𝑥𝑥)

𝑷𝑷 𝒚𝒚 𝒙𝒙
𝑻𝑻𝑷𝑷 𝒚𝒚 𝒙𝒙

⋅ 𝑳𝑳(𝒇𝒇 𝒙𝒙 , �𝒚𝒚)𝑃𝑃 �𝑦𝑦 𝑥𝑥 = 𝑇𝑇𝑃𝑃(𝑦𝑦|𝑥𝑥)

𝑃𝑃 �𝑦𝑦 𝑥𝑥 = 𝑇𝑇𝑃𝑃(𝑦𝑦|𝑥𝑥) 𝑳𝑳(𝑻𝑻𝒇𝒇 𝒙𝒙 , �𝒚𝒚)
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DWS: Dirichlet-Based Per-sample Weight Sampling

• Dirichlet-based Weight Sampling
• Properties of Dirichlet distribution

• When 𝜶𝜶 → 𝟎𝟎, the sampled vector is skewed to one specific dimension. E.g. [1,0,0]

• When 𝜶𝜶 → ∞, vectors are sampled in the near region to the mean vector. E.g. [0.7,0.2,0.1]

[Density plot of 𝐷𝐷𝐷𝐷𝐷𝐷(𝛼𝛼𝝁𝝁) with different 𝛼𝛼. 𝝁𝝁 = [𝟎𝟎.𝟕𝟕,𝟎𝟎.𝟐𝟐,𝟎𝟎.𝟏𝟏]]

⋆= 𝝁𝝁
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DWS: Dirichlet-Based Per-sample Weight Sampling

• Dirichlet-based Weight Sampling
• Properties of Dirichlet distribution

• When 𝜶𝜶 → 𝟎𝟎, the sampled vector is skewed to one specific dimension. E.g. [1,0,0]

• When 𝜶𝜶 → ∞, vectors are sampled in the near region to the mean vector. E.g. [0.7,0.2,0.1]

• Suggest a loss function that can integrate both reweighting and resampling

• Reweighting loss function 𝑅𝑅𝑙𝑙,𝑅𝑅𝑅𝑅
𝑒𝑒𝑒𝑒𝑒𝑒 ≔ 1

𝑵𝑵
∑𝑖𝑖=1𝑵𝑵 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 �𝑦𝑦𝑖𝑖

(𝑇𝑇𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 )�𝑦𝑦𝑖𝑖
𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , �𝑦𝑦𝑖𝑖

• Resampling loss function 𝑅𝑅𝑙𝑙,𝑅𝑅𝑅𝑅𝑅𝑅𝑇𝑇
𝑒𝑒𝑒𝑒𝑒𝑒 ≔ 1

𝑴𝑴
∑𝑖𝑖=1𝑴𝑴 𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , �𝑦𝑦𝑖𝑖

• Note the number of samples changed (sampling)

• will be explained later in more details

• Both reweighting and resampling can be expressed by modifying 𝛼𝛼 value.

𝑅𝑅𝑙𝑙,𝐷𝐷𝑅𝑅𝐷𝐷
𝑒𝑒𝑒𝑒𝑒𝑒 ≔

1
𝑀𝑀�

𝑗𝑗=1

𝑀𝑀

�
𝑖𝑖=1

𝑅𝑅

𝑤𝑤𝑖𝑖
𝑗𝑗 𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , �𝑦𝑦𝑖𝑖 , 𝑤𝑤𝐷𝐷𝑤𝑤𝑤 𝒘𝒘𝒋𝒋~𝐷𝐷𝐷𝐷𝐷𝐷(𝛼𝛼𝝁𝝁)

𝒇𝒇: Model (Classifier) 
𝒚𝒚: clean label
�𝒚𝒚: noisy label
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DWS: Dirichlet-Based Per-sample Weight Sampling

• Support explanations on why resampling is better than reweighting
• Variance Analysis: Smaller 𝜶𝜶 means variance increase with regard to the risk function

• Variance increase can improve robustness for learning with noisy label

• Variance and Covariance are defined as such by the definition of the Dirichlet distribution.

• Since 𝜇𝜇 is a scalar value, it does not affect the variance.

𝑉𝑉 𝑅𝑅𝑙𝑙,𝐷𝐷𝑅𝑅𝐷𝐷
𝑒𝑒𝑒𝑒𝑒𝑒 =

1
𝑀𝑀2�

𝑗𝑗=1

𝑀𝑀

�
𝑖𝑖=1

𝑅𝑅

𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , �𝑦𝑦𝑖𝑖 2𝑉𝑉 𝑤𝑤𝑖𝑖
𝑗𝑗 + �

𝑗𝑗≠𝑖𝑖

𝐶𝐶𝐶𝐶𝐶𝐶 𝑤𝑤𝑖𝑖
𝑗𝑗 ,𝑤𝑤𝑗𝑗

𝑗𝑗 ,𝑉𝑉 𝑤𝑤𝑖𝑖
𝑗𝑗 =

𝜇𝜇𝑖𝑖 1 − 𝜇𝜇𝑖𝑖
𝜶𝜶 + 1

𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶𝐶𝐶𝐶𝐶 𝑤𝑤𝑖𝑖
𝑗𝑗 ,𝑤𝑤𝑗𝑗

𝑗𝑗 = −
𝜇𝜇𝑖𝑖𝜇𝜇𝑗𝑗
𝜶𝜶 + 1
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DWS: Dirichlet-Based Per-sample Weight Sampling

• Support explanations on why resampling is better than reweighting
• Distance from the true weight

• Let �𝜇𝜇𝑖𝑖∗ = 𝑒𝑒(𝑌𝑌= �𝑦𝑦𝑖𝑖|𝑥𝑥𝑖𝑖)
𝑒𝑒( �𝑌𝑌= �𝑦𝑦𝑖𝑖|𝑥𝑥𝑖𝑖)

(true weight) and 𝝁𝝁∗ = normalized vector of �𝜇𝜇𝑖𝑖∗

• While training, we cannot know 𝝁𝝁∗ => It should be approximated from the output of the training classifier

• 𝝁𝝁∗ approximation error => the risk function statistical consistency is not approved

• Smaller 𝜶𝜶 => smaller mahalanobis distance between 𝝁𝝁∗ and 
1
𝑀𝑀
∑𝑗𝑗=1𝑀𝑀 𝒘𝒘𝑗𝑗

• 𝑆𝑆 = 𝛼𝛼 + 1 Σ

𝑎𝑎𝑀𝑀 𝝁𝝁∗,
1
𝑀𝑀
�

𝑗𝑗=1

𝑀𝑀
𝒘𝒘𝑗𝑗 = 𝝁𝝁∗ − 𝝁𝝁 𝑻𝑻 Σ

𝑀𝑀

−1

(𝝁𝝁∗ − 𝝁𝝁) = 𝑀𝑀(𝜶𝜶 + 1 ) 𝝁𝝁∗ − 𝝁𝝁 𝑻𝑻𝑆𝑆−1(𝝁𝝁∗ − 𝝁𝝁)
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DWS: Dirichlet-Based Per-sample Weight Sampling

• Support explanations on why resampling is better than reweighting
• Noise injection impact

• Injecting random noise to label increases robustness against label noise

• 𝑅𝑅𝑙𝑙,𝐷𝐷𝑅𝑅𝐷𝐷
𝑒𝑒𝑒𝑒𝑒𝑒 can be interpreted as injecting noise (following normal distribution) to label during training

• With smaller 𝜶𝜶, the noise injection amount increases

lim
𝑅𝑅→∞

𝑅𝑅𝑙𝑙,𝐷𝐷𝑅𝑅𝐷𝐷
𝑒𝑒𝑒𝑒𝑒𝑒 = �

𝑖𝑖=1

𝑅𝑅

𝜇𝜇𝑖𝑖𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , �𝑦𝑦𝑖𝑖 + �
𝑖𝑖=1

𝑅𝑅

𝑧𝑧𝑖𝑖𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , �𝑦𝑦𝑖𝑖 , 𝑧𝑧𝑖𝑖 ∼ 𝒩𝒩(0,
𝜇𝜇𝑖𝑖 1 − 𝜇𝜇𝑖𝑖
𝑀𝑀(𝜶𝜶 + 1)

)
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DWS: Dirichlet-Based Per-sample Weight Sampling

• RENT: RESAMPLE FROM NOISE TRANSITION => Importance Sampling based Resampling technique

• Per-sample weight = 𝑷𝑷 𝒚𝒚 𝒙𝒙
𝑻𝑻𝑷𝑷 𝒚𝒚 𝒙𝒙 calculation

• The true weight is inaccessible

• 𝑷𝑷 𝒚𝒚𝒊𝒊 𝒙𝒙𝒊𝒊 is approximated as 𝒇𝒇𝜽𝜽 𝒙𝒙𝒊𝒊 �𝑦𝑦𝑖𝑖

• => �𝜇𝜇𝑖𝑖 = 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 �𝑦𝑦𝑖𝑖/ 𝑇𝑇𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 �𝑦𝑦𝑖𝑖
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DWS: Dirichlet-Based Per-sample Weight Sampling

• RENT: RESAMPLE FROM NOISE TRANSITION => Importance Sampling based Resampling technique

• Categorical distribution (𝜋𝜋𝑅𝑅) construction
• Where the parameter of 𝜋𝜋𝑛𝑛 is from?

• 𝑅𝑅𝑙𝑙 𝑓𝑓𝜃𝜃 = 𝔼𝔼 𝑥𝑥,𝑦𝑦 ~𝑒𝑒(𝑋𝑋,𝑌𝑌) 𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥 ,𝑦𝑦 = 𝔼𝔼 𝑥𝑥,𝑦𝑦 ~𝑒𝑒 𝑋𝑋, �𝑌𝑌 𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥 ,𝑦𝑦 𝑒𝑒 𝑥𝑥,𝑌𝑌= �𝑦𝑦
𝑒𝑒 𝑥𝑥, �𝑌𝑌= �𝑦𝑦

= 𝔼𝔼 𝑥𝑥,𝑦𝑦 ~𝑒𝑒 𝑋𝑋, �𝑌𝑌 𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥 ,𝑦𝑦 𝑒𝑒 𝑌𝑌= �𝑦𝑦|𝑥𝑥 𝑒𝑒(𝑥𝑥)
𝑒𝑒 �𝑌𝑌= �𝑦𝑦|𝑥𝑥 𝑒𝑒(𝑥𝑥)

= 𝔼𝔼 𝑥𝑥,𝑦𝑦 ~𝑒𝑒 𝑋𝑋, �𝑌𝑌 𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥 ,𝑦𝑦 𝑒𝑒 𝑌𝑌= �𝑦𝑦|𝑥𝑥
𝑒𝑒 �𝑌𝑌= �𝑦𝑦|𝑥𝑥

= 𝔼𝔼 𝑥𝑥,𝑦𝑦 ~𝑒𝑒 𝑋𝑋, �𝑌𝑌
𝑒𝑒 𝑌𝑌= �𝑦𝑦|𝑥𝑥
𝑒𝑒 �𝑌𝑌= �𝑦𝑦|𝑥𝑥

𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥 ,𝑦𝑦

Importance sampling

𝑝𝑝(𝑥𝑥) is same according to the problem setting 

Per sample weight
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DWS: Dirichlet-Based Per-sample Weight Sampling

• RENT: RESAMPLE FROM NOISE TRANSITION => Importance Sampling based Resampling technique

• Resampling: From 𝜋𝜋𝑅𝑅, independently resample dataset

• If �𝜇𝜇𝑖𝑖 = �𝜇𝜇𝑖𝑖∗, 𝑅𝑅𝑙𝑙,𝑅𝑅𝑅𝑅𝑅𝑅𝑇𝑇
𝑒𝑒𝑒𝑒𝑒𝑒 is statistically consistent to 𝑅𝑅𝑙𝑙
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Experiment

• Classification performance
• Training dataset include noisy label  // Test on clean label dataset

• SN/ASN = arbitrary noisy label included (%=noisy label ratio)

• Base = How the transition matrix is estimated (CE is cross entropy. Not treating the noisy label)

• w/XXX = How to utilize the transition matrix

• How to utilize the transition matrix is also important for the model performance, and RENT shows the best

• RENT improves various baselines consistently
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Experiment

• (DWS) 𝛼𝛼 impact
• ★(RENT) vs. ×(ReWeighting)

• Lines are test accuracies with diverse 𝛼𝛼 values.

• Colors represent baselines to estimate the transition matrix.

• ★ shows the best performance

• Noise injection impact of RENT
• Risk functions

• SNL = ∑𝑖𝑖=1𝑅𝑅 𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , �𝑦𝑦𝑖𝑖 + 𝜎𝜎 ∑𝑖𝑖=1𝑅𝑅 ∑𝑗𝑗=1𝐶𝐶 𝑧𝑧𝑖𝑖𝑗𝑗𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , 𝑘𝑘 , 𝑧𝑧𝑖𝑖𝑗𝑗 ∼ 𝒩𝒩(0,1)
• RW+𝜖𝜖 = ∑𝑖𝑖=1𝑅𝑅 𝜇𝜇𝑖𝑖𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , �𝑦𝑦𝑖𝑖 + 𝜎𝜎 ∑𝑖𝑖=1𝑅𝑅 ∑𝑗𝑗=1𝐶𝐶 𝑧𝑧𝑖𝑖𝑗𝑗𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 ,𝑘𝑘 , 𝑧𝑧𝑖𝑖𝑗𝑗 ∼ 𝒩𝒩(0,1)

• RENT= ∑𝑖𝑖=1𝑅𝑅 𝜇𝜇𝑖𝑖𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , �𝑦𝑦𝑖𝑖 + ∑𝑖𝑖=1𝑅𝑅 𝑧𝑧𝑖𝑖𝑙𝑙 𝑓𝑓𝜃𝜃 𝑥𝑥𝑖𝑖 , �𝑦𝑦𝑖𝑖 , 𝑧𝑧𝑖𝑖 ∼ 𝒩𝒩(0, 𝜇𝜇𝑖𝑖 1−𝜇𝜇𝑖𝑖
𝑀𝑀

)

• RENT consistently shows better or comparable performance over 
SNL or RW+𝜖𝜖 with regard to hyperparameter(𝜎𝜎)
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Conclusion

• We first decompose the training procedure for noisy label classification with the label transition m
atrix T as estimation and utilization, underscoring the importance of adequate utilization.

• We present an alternative utilization of the label transition matrix T by resampling, RENT. 
• RENT ensures the statistical consistency of risk function to the true risk for data resampling by utilizing T.

• Yet it supports more robustness to noisy label (empirically shows good performance). 

• We interpret resampling and reweighting in one framework through Dirichlet distribution-based pe
r-sample Weight Sampling (DWS).
• Integrating resampling and reweighting 

• analyzing the success of resampling over reweighting in learning with noisy label. 

• Diverse experiments show consistent improvements over the existing T utilization methods.
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