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Introduction

* What is "noisy label"?
* While collecting data, getting high quality annotation can be difficult and expensive => Noisy label

KAIST

* How to train the model robustly to the noisy label matters.
+ Example. All below images are labeled as “Cat”

Annotation = cat
True label = cat

(Clean)
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Annotation = cat
True label = dog

(Wrong)




Introduction

* What is "noisy label"?
* While collecting data, getting high quality annotation can be difficult and expensive => Noisy label
* How to train the model robustly to the noisy label matters.

» Solutions:
- Sample selection: filter (or remove) noisy sample
Label correction: change (or cleanse) noisy label
Robust loss modeling: a classifier will converge to the same optimal point with/without noisy label
Transition matrix modeling
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Introduction

* Solutions:

Transition matrix modeling

- What is “Transition matrix”?

KAIST

Definition: The flipping probability of a clean label(Y) to noisy label(Y)

p(Y|x) =Tp(Y|x) with Ty = p(Y =j|Y =k, x) Vj,k=1,...,C

Problem: We don't know what T is.
Previous methods have focused on how to estimate T well.
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Transition matrix for learning with noisy label

p(Y|x) =Tp(Y|x)if Ty =p(Y =j|Y =k, x)Vjk=1,..,C

* How to utilize the transition matrix is also important

Forward P(Flx) = TP(y|x) — L(Tf(x),9)

Empirically, the classifier trained with forward loss can be different from true classifier

Backward T-1P(F|x) = P(y|x) — T 1L(f(x),5)

Unstable performance

Reweighting P(J|x) = TP(y|x) — (TI;,((}:T%) L(f(%),¥)

: P(y|x)\ . . :
The true weight (Tp(y|x)) is still inaccessible

L: Cross entropy
f: Model (Classifier), y: (Sampled) noisy label. Noisy label data

KAIST Bae, HeeSun, Department of Industrial and Systems Engineering, KAIST



DWS: Dirichlet-Based Per-sample Weight Sampling

- Dirichlet-based Weight Sampling

 Properties of Dirichlet distribution
When a — 0, the sampled vector is skewed to one specific dimension. E.g. [1,0,0]
When a — o, vectors are sampled in the near region to the mean vector. E.g. [0.7,0.2,0.1]

a=0.1 a=10 a=170| *~H

@* © M @®

[Density plot of Dir(ap) with different a. p =[0.7,0.2,0.1]]
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DWS: Dirichlet-Based Per-sample Weight Sampling

- Dirichlet-based Weight Sampling

Properties of Dirichlet distribution
When a — 0, the sampled vector is skewed to one specific dimension. E.g. [1,0,0]
When a — o, vectors are sampled in the near region to the mean vector. E.g. [0.7,0.2,0.1]

* Suggest a loss function that can integrate both reweighting and resampling

. , (xi)y ~
Reweighting loss function(R; gy, ) = Zl 1(7,;9 - )y)‘ L(fo (x), 77
Resampling loss function(R; gayr) = Z —1 l(fo(x), 37)

Note the number of samples changed (sampllng)
will be explained later in more details

Both reweighting and resampling can be expressed by modifying a value.

M N
Rips = zz J1fo(x), 90, with wi~Dir(ap)
j=1i=1

I ELLIGENCE LAB

f: Model (Classifier)
y: clean label
¥: noisy label
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DWS: Dirichlet-Based Per-sample Weight Sampling

* Support explanations on why resampling is better than reweighting

» Variance Analysis: Smaller & means variance increase with regard to the risk function
Variance increase can improve robustness for learning with noisy label

M N
1 .

N . . . (1 — )
V(Ri?vgs = Wz l(fe(xi);}’i)ZV(Wij) + z Cov(wi],w,i) ,V(Wl-j) = % and Cov(wl.j, /
1 Kk#i

]=1 1=

Uiy
a+1

Variance and Covariance are defined as such by the definition of the Dirichlet distribution.
Since u is a scalar value, it does not affect the variance.
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DWS: Dirichlet-Based Per-sample Weight Sampling

* Support explanations on why resampling is better than reweighting

» Distance from the true weight

~x _ p(Y=Ji|x;)
HEL p(Y=|x;)
While training, we cannot know p* => It should be approximated from the output of the training classifier
p* approximation error => the risk function statistical consistency is not approved

(true weight) and g* = normalized vector of ;"

Y . 1 ;
Smaller @ => smaller mahalanobis distance between pu* and Ezyﬂ w/

M

1M AN
dM(”*le_ W’>=j(u*—u)T<—> (W —p) =yM(a+1)p —w’S1(u — p)
J=1

S=(a+ 12
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DWS: Dirichlet-Based Per-sample Weight Sampling

* Support explanations on why resampling is better than reweighting
* Noise injection impact
Injecting random noise to label increases robustness against label noise
Ri?ff,s can be interpreted as injecting noise (following normal distribution) to label during training

With smaller a, the noise injection amount increases

pi (1 — ;)

M(a + 1))

N—-oo

N N
lim R} s = ZMil(fe(xi),Yi) + Zzil(fe(xi),ﬂ),zi ~ N (0,
i=1 i=1
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DWS: Dirichlet-Based Per-sample Weight Sampling "I

« RENT: RESAMPLE FROM NOISE TRANSITION => Importance Sampling based Resampling technique

Algorithm 1: REsampling utilizing the Noise Transition matrix (RENT)

Input: Dataset D = {x;,5; 2. classifier fg. Transition matrix 7", Resampling budget M
Output: Updated fy

while fy not converge do
Getljis = fo(:)g, /(T fo(x:))z|for all i __ _
Construct Categorical ::listributionl mn = Cat( Zfill o Zi‘i o)
Independently sample (1, 91), ..., (Tar. Uar) from my

Update fg by 6 + 6 — T&ﬁ Z;il (folx;),45)

end

_ POIX)
TP(Y|X)

The true weight is inaccessible

P(y;|x;) is approximated as fg(x;)y,

=>[I; = fo(x)3,/(Tfo (xi))yi

* Per-sample weight ( ) calculation
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DWS: Dirichlet-Based Per-sample Weight Sampling

FICIAL INTELLIGENCE LAB

RENT: RESAMPLE FROM NOISE TRANSITION => Importance Sampling based Resampling technique

Algorithm 1: REsampling utilizing the Noise Transition matrix (RENT)

Input: Dataset D= {x;, ﬁi};-"”';l._ classifier fg. Transition matrix T, Resampling budget M
Output: Updated fy
while fy not converge do

Getljis = fo(xi)g, /(T fo(x:))z| for all ? _
Construct Categorical ::listributionl mn = Cat( Zfill o Zi‘i m)
Independently sample (1, 91), ..., (Tar. Uar) from my
Update fg by 6 + 6 — ?aﬁ Z;il [(fo(xj),y;)
end
 Categorical distribution () construction
Where the parameter of 7, is from?
(x,Y=y) :
Ri(fo) = Eeyy~px, Lo (%), )] = Exyy~px.7) [l(f 0(x),y) z(iy z)] Importance sampling
p(Y=5|x)p(x) p(Y=y|x)
= Eey)-px.p) [l(f 6(x),y) pT=9lp)| E(xy)~px.9) [l(f 0(x),¥) P(T=9|%) p(x) is same according to the problem setting

(Y= ) .
[E(xy)~p(X ) [p o L(fo (x),y)] Per sample weight

p(Y=y|x)
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DWS: Dirichlet-Based Per-sample Weight Sampling

FICIAL INTELLIGENCE LAB

« RENT: RESAMPLE FROM NOISE TRANSITION => Importance Sampling based Resampling technique

Algorithm 1: REsampling utilizing the Noise Transition matrix (RENT)

Input: Dataset D = {x;,5; 2. classifier fg. Transition matrix 7", Resampling budget M
Output: Updated fy

while fy not converge do
Get|n; = fa(;c?;)gi/(TfH(;ci))gi for all 4 _. _
Construct Categorical ::listributionl mn = Cat( Zfill o Zi‘i o)
Independently sample (1, 91), ..., (Tar. Uar) from my
Update fp by 6 < 6 — V47 Z;‘il [(fo(z;),Uj5)
end

—

+ Resampling: From m,, independently resample dataset

If fi; = [I;", R; ganr IS Statistically consistent to R
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Experiment B

APPLIED ARTIFICIAL INTELLIGENCE LAB

- Classification performance
- Training dataset include noisy label // Test on clean label dataset
+ SN/ASN = arbitrary noisy label included (%=noisy label ratio)
+ Base = How the transition matrix is estimated (CE is cross entropy. Not treating the noisy label)
« wW/XXX = How to utilize the transition matrix

CIFAR10 CIFAR100 CIFAR-10N Clﬂtllillglj\l
as SN 20% SN30% ASN20% ASN40% SN20% SN30%  ASN20%  ASN40% . -
Base Risk SN 20% SN350%  ASN20% ASN40% SN20% SN30%  ASN20%  ASN40% Base Risk Aggre Ranl Ran2 Ran3 Worse _
CE X 73.4+04 46,6107 78.4+02 69.7+13 33.7+12 18.5+07 36.9+1.1 273404 _—
w/ FL 73.8+03 58.8+03 79.2+06 74.2+05 30,7428 155104 342412 258414 CE X 80.8+04 73.6+03 75.3+04 73.6+06 60.4+04 66.9+0.
Forward "j”mf - =l —tree e F”:;g e T = 1: e e w/ FL 79.6+18 76.1+08 76.4+04 76.0+02 64.5+1.0 67.1+0.1
w/ RENT 78.?5[3._1 69.()50.1 8-.{!50.5 T?.BE[:.S 38.9;1.: _8.95|.| 38.-1;[1? 304103 I Forward ‘Wf RW 80.7-05 75.8403 76.0+0.5 E.S:tﬂ.o 63.9407 66.841.1
w/ FL 79.9+05 T71.8+03  82.9+02 T1.7+06  35.2+04 234110 38.3+04 284426 w/ RENT 80.8+0sz 77 7+04 T1.5+04 77.2+06 68.0+00 68.2+06
DUH[T a0 DT Sy o Lo 74 ] Lo S5 S Lo 77 0. L. 18 S L, o 17 0. Lo I8 S L, o o 0 N R
Im‘ RENT  82.0:02 74.6104  83.3:1001 80.0:09 398100 271219 398107 340404 I w/ FL 81.9+02 794104 T93x10 794104  T2.1zx09 68.2+1.0
w/ FL 74.0+05 504+06  T8.1+13 71.6205 35414 2L0+14 33.9436 287108 DualT wi/ RW 81.8+04 79.8+0.2 79.4+06 79.6+04 71.4+10 68.5+04
TV - Z374po AR SHga  TJ73iop  J020 A2 3op 17 R8do0 300k 232200 w/ KENT  8Z.0+12  80.5+05  ab.4+07 dU5+0s /IA5+07 6Y.9+07
w/ RENT  78.8:108 625118 8L0+o4 T4.0+05 34.0400 200206 340402 25.5+04 I TTL 0.5 T T T 502 %
f + +0.5 5.2 . 3
w/ FL 741102 461427  78.8+05 69.5+03  29.1+15  25.4+08 22,6413 14.0+00 wl DE0T ' iﬂ'df - 05 :" j:0.1_ -?':I:;._ +0 ~
VolMinNet _u/RW 242405 506+es  TREr0s  704d0s 360400 24dtap 349413 265400 v w/ RW 80.7404  75.8+06 752311 754415 623429 67.4405
w/ RENT 794203 626113 80.8:05 T4.0+04 35.8400 203105 3614107 310408 I w/ RENT  81.0+04 T1.4+06 T1.8+1.0 T6.7+04 66.9+3.1 68.1+0.4
vl w/ FL 2{1-;3:0-5 - fi-?zm _}";‘-2:0--‘ fg-gf-s o fg-ﬁﬂ-! ;l'jil w/ FL 80.9+03  76.3+05 759407 75.9+06 61.8+13 65.040.1
yce ha — 17 1 4 — 0 —1 1] 27 {1 £ 15 i) & - . " N - " ﬁ - ,} -
Im‘ RENT  82.5:02 704103  81.5:01 70.2:07  40.7+t04  32.4:04 40.7+07 322408 I VoIMinNet “”IF 3 - AL o L Sl L AL
w/ RENT 81.3+04 77.6+10 77.7+03 772407  66.9+05 67.7+03
w/ FL 76.7+02 574+13  75.0+119 70.7 186 343405 22.0415 358405 319410
Tr‘ueT : '?Fs’);’\" qg%lj __ __ l"—uw‘a 7] R#m ’Jl'lilgr. 7]
w/ RENT 79.8402 66.8:06 824404 784205 364410 24.0:05 344400 27.2406 I

* How to utilize the transition matrix is also important for the model performance, and RENT shows the best
* RENT improves various baselines consistently
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Experiment

* (DWS) a impact
« % (RENT) vs. x(ReWeighting)
» Lines are test accuracies with diverse a values.
+ Colors represent baselines to estimate the transition matrix.
- Y shows the best performance

* Noise injection impact of RENT
* Risk functions
SNL = 2 L(fo (), F7) + 0 il Xiemq Zi L (fo (), k), 2. ~ N(0,1)
RW-+e = ZIL, il (fo (60, 7 + 0 Zs Z6ms 20l (fo (), k), Zige ~ W (0,1)
= T il (fo G, 77) + Eiy 2il(fo (e, 37) 7 ~ IV (0, 25210y

. consistently shows better or comparable performance over
SNL or RW+e with regard to hyperparameter(o)
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Conclusion ' ‘.

» We first decompose the training procedure for noisy label classification with the label transition m
atrix T as estimation and utilization, underscoring the importance of adequate utilization.

- We present an alternative utilization of the label transition matrix T by resampling, RENT.
RENT ensures the statistical consistency of risk function to the true risk for data resampling by utilizing T.
Yet it supports more robustness to noisy label (empirically shows good performance).

- We interpret resampling and reweighting in one framework through Dirichlet distribution-based pe
r-sample Weight Sampling (DWS).
Integrating resampling and reweighting
analyzing the success of resampling over reweighting in learning with noisy label.

» Diverse experiments show consistent improvements over the existing T utilization methods.
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